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Motivation

* The NYSM cameras monitor
static sites, which can be
viewed on the NYSM site

* This is an intensive process
which requires many
work-hours and

concentration - e —
* This sentiment was shared 8 UNIVERSITYATALBANY
by the NWS Albany

* Attempt to detect
precipitation at the time it
occurs
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Problem

 How do we monitor the
conditions more efficiently
than just staring at a screen?

« Can we identify the
| . onset/cessation of
G _ precipitation?
] | b i o |  Can we use this information to
\ | S supplement sparsely

observed areas?
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Methodology

* Using Machine Learning
(Convolutional Neural
Network classifier), create
an ML model that can
classify images into the
following categories:

* Rain, Snow, Clear,
Obstructed

 Want to make this ML
model generalizable




Methodology (Cont.)

* In pre-processing, introduce trustworthiness
in the dataset by using a technique called
Inter-Coder reliability trials (Wirz et al.,
2024).

* This uses the quantitative content
analysis (QCA) framework to label images
across multiple labelers and sites.

* When doing QCA, we create a codebook
which allows any current or future
labelers to follow a structured guide.

Hand labeling approaches for supervised machine learning
Status quo (a) ©QCA approach (b)

Less reproducible & replicable More reproducible & replicable

ML MODEL ML MODEL
Trained with hand- Less evaluable More evaluable Trained with hand-
labeled data & black-boxed & transparent labeled data

CODEBOOK

i ?
Less descriptive £ O 2 O ) )
reporting on labeling 7 . Published documentation

process - - of labeling process
+ +

End User RELIABILITY

Minimal-to-no Practitioner, researcher, etc. ASSESSMENTS
standardized assessment Standardized evaluation
of labeling process of labeling process

Wirz et al., 2024 (Fig 1)
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* Used 5 people to
independently label a T
dataset of 30 images across

the 4 classes

* Reach a Krippendorff’s
alpha of 0.926
(Krippendorff, 2007)

Number of Labelers 5
Number of Cases 30

Number of Decisions 150
Krippendorff's Alpha 0.926
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Datasets

Glens Falls (GFAL)
Elmira (ELMI)
Stephentown (STEP)
Buffalo (BUFF) - Future

Cobleskill (COBL) -
Future

Queens (QUEE) -
Future

Batavia (BATA) - Future

Gabriels (GABR) -
Future

Penn Yan (PENN) -
Future

NYSM and ASOS Stations for Labeling




Preparing the datasets

* Single Site Model

- Validation Data —
— — o
Training Data — GFAL — 80% of Data GFAL — 20%

 Site-Specific Split

Training Data — GFAL — 100% of GFAL Data Validation Data - ELMI — 100% of ELMI data

 Combined Datasets

Validation Data —

Training Data — GFAL and ELMI — 80% of Data GFAL and ELMI —
20% of Data




UNIVERSITY

nnnnnnnnnnnnnnnnnnnnnnnn

Machine Learning Workflow

400x

-
—

Dataset
(4
classes)
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Dataset: GFAL
400 Epochs
Optimizer: SGD
Learning Rate:
0.001

- Batch Size: 32
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Evaluating the skill of the single site

Precision, Recall, and F1 Score

True Labels

I
Obstructed Rain ’ T
Predicted Labels F1 Score Precision Recall
Metric
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Evaluating the skill of the single site

Precision, Recall, and F1 Score

Obstructed

True Labels

I
Obstructed Rain ’ T
Predicted Labels F1 Score Precision Recall
Metric
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Evaluating the skill of the single site

Precision, Recall, and F1 Score

Obstructed

True Labels

I
Obstructed Rain ’ T
Predicted Labels F1 Score Precision Recall
Metric
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Machine Learning - Site Specific

Split
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Evaluating the Skill

@ confusion-matrix.json

161

1.40k

25600/25600

213

a

True: Clear, Pred: Obstructed

True: Snow, Pred: Snow

True: Clear, Pred: Clear

True: Snow, Pred: Obstructed

15
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: - Dataset: GFAL

IR et A A (A + ELMI

| | Combined

- 400 Epochs

- Optimizer: SGD

- Learning Rate:
0.001

- Batch Size: 128

ol A
(I '“""IY'" oy "'\4,'1/‘*
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Evaluating the skill

Precision, Recall, and F1 Score

Obstructed

True Labels

| 8 | |
Obstructed Rain F1 Score Precision Recall
Predicted Labels Metric
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Technical Next Ultimate Goal

Stﬂpsase the generalizability of  «Create a dashboard that
the Machine Learning model stakeholders can use to

monhnitor camera conditions

* Include XAl methods including

KernelSHAP, GradCAM, etc. to )
add explainability to the ML * Have an ML model which

model can generalize all 127 sites
cameras with statistically

- Investigate the ability of the ML significant accuracy.

model to predict on differenced
iImages



UNIVERSITY

.fﬁ&?éﬁ)i
5 29
Questions?

* Please feel free to contact me!
* bthoran@albany.edu
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........................ Convolutional Convolutional

Input Layer with Layer with
(180x320X3) RelLU RelLU
(180x320x32) (180x320x32)

Convolutional Convolutional Convolutional
Layer with ReLU Layer with ReLU Layer with ReLU
(90x160x64) (90x160x64) (45x80x128)
Convolutional Dense Layer Dense Layer
Layer with ReLU with ReLU with Softmax

(45x80x128) 128 4

Prediction
(1 of 4 classes)
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Hyperparameters

L2 Regularization - 0.01
* Momentum - 0.99

* Batch Size -32

* Optimizer - SGD

* Image Size -180,320,3
 Epochs-400

* Learning Rate - 0.001
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RISE Analysis of incorrect image

Original Image - Label Clear RISE Explanation for Snow RISE Explanation for Clear




