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The increasing frequency and severity of wildfires globally necessitate advanced 
forecasting models to mitigate their environmental and societal impacts effectively. 
This presentation focuses on leveraging machine learning, particularly LightGBM, to 
predict Fire Radiative Power (FRP), a critical indicator of wildfire intensity and 
emissions. Addressing current limitations in sub-seasonal to seasonal (S2S) 
forecasting, the presentation integrates a comprehensive dataset comprising 
meteorological inputs, geographical coordinates, historical FRP data spanning five 
days, NASA vegetation indices, and land use classifications. Through rigorous 
comparison, LightGBM emerges as optimal for its robust handling of complex data 
and superior predictive capabilities. The presentation delves into the detailed AI 
model development process, starting with preprocessing techniques such as missing 
data handling and feature engineering tailored for wildfire prediction. It emphasizes 
parameter tuning, model training strategies specific to LightGBM, and validation 
methodologies including cross-validation techniques to ensure model robustness 
across varied datasets and temporal scales. Furthermore, interpretability tools for AI 
models in wildfire forecasting, encompassing feature importance and output 
visualization, will be explored. This presentation aims to demonstrate advancements 
in the NOAA emission forecasting system by bridging AI capabilities with 
environmental science, thereby advancing early warning systems, supporting 
firefighting operations, and safeguarding public health through improved S2S wildfire 
prediction and mitigation strategies.

Abstract
The model has been trained on various datasets, each representing different dates. 
Overall, the performance metrics vary, showing a range of Mean Squared Error (MSE) 
from approximately 0.014 to 0.810, with Root Mean Squared Error (RMSE) ranging 
from 0.119 to 0.900. The Mean Absolute Error (MAE) fluctuates between 0.086 and 
0.591. The model is consistently saved to the same file path 
(fc_lightgbm_single.pkl), indicating updates with each new dataset processed. 
The variations in error metrics suggest that the model's performance is highly 
dependent on the specific dataset used, with some cases showing significantly better 
fit than others.

LightGBM, a powerful gradient boosting framework, is used to predict fire 
emission by using  diverse environmental datasets. We begin by preprocessing and 
integrating data from various sources, including satellite imagery (e.g., MODIS), 
meteorological stations, and historical fire records. Key input variables for our 
LightGBM model include temperature, humidity, wind speed, vegetation type, and 
topographical features. These features are used to train the model to predict the Fire 
Radiative Power (FRP), an indicator of fire intensity and energy output. The data, 
sourced from NASA Earth observation systems and local meteorological agencies, 
provide a comprehensive view of fire risk factors and support accurate, real-time 
predictions for effective wildfire management and response. Geoweaver is used to 
support the full-stack  workflow management of the entire processing pipeline.
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