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FV3 Time Stepping/Coupling

•  
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FV3 Stability Limits

•  



Application/Description Dynamics time step (actual) Maximum Stable Dynamics time step 
(linear analytic) 

HAFS_A
Finest grid 2.0 km
k_split=4, n_split=10, dt_atmos=90 s, ptop=2 hPa

2.25 seconds
(Equates to
U+c = 889 m/s)

4.0 seconds 
(Assumes max
U+c = 500 m/s)

HAFS_B
Finest grid 2.0 km
k_split=4, n_split=9, dt_atmos=90 s, ptop=2 hPa

2.50 seconds
(Equates to
U+c = 800 m/s)

4.0 seconds 
(Assumes max
U+c = 500 m/s)

RRFS_A
Finest grid 3.0 km
k_split=2, n_split=5, dt_atmos=36 s, ptop=2 hPa

3.60 seconds
(Equates to
U+c = 833 m/s)

6 seconds 
(Assumes max 
U+c = 500 m/s)

RRFS_B
Finest grid 3.0 km
k_split=6, n_split=3, dt_atmos=60 s, ptop=2 hPa

3.33 seconds
(Equates to
U+c = 909 m/s)

6 seconds 
(Assumes max
U+c = 500 m/s)

GFS v15
Finest grid 13.0 km (C768)
k_split=2, n_split=6, dt_atmos=225 s, ztop~55 km

18.75 seconds
(Equates to
U+c = 693 m/s)

22 seconds
(Assumes max 
U+c = 600 m/s)

GFS v16
Finest grid 13.0 km (C768)
k_split=2, n_split=6, dt_atmos=150 s, ztop~80 km

12.50 seconds
(Equates to
U+c = 1040 m/s)

22 seconds
(Assumes max 
U+c = 600 m/s)



What’s causing this inefficiency?

•Most cases work fine with the analytic time step size, but our operational systems 
need to be “bullet proof”
• This requires an ~40% reduction in the acoustic time step size
• For the GFS v16 application this equates to a potential ~25% reduction in atmospheric 

model efficiency

• Investigation has linked the crashes to non-monotonicity of LVC at the model top 
(we’re violating the Lagrangian stability condition)

•Recent discussions with NASA (FV3-based GEOS model) appear to reveal this is a 
known issue associated with the vertical remapping method being used in the UFS
• Further investigation is required



How often should we perform vertical remapping?

•  



Application/Description Dynamics time step (actual) Maximum Stable Dynamics time step 
(linear analytic) 

HAFS_A
Finest grid 2.0 km
k_split=4, n_split=10, dt_atmos=90 s, ptop=2 hPa

2.25 seconds
(Equates to
U+c = 889 m/s)

4.0 seconds 
(Assumes max
U+c = 500 m/s)

HAFS_B
Finest grid 2.0 km
k_split=4, n_split=9, dt_atmos=90 s, ptop=2 hPa

2.50 seconds
(Equates to
U+c = 800 m/s)

4.0 seconds 
(Assumes max
U+c = 500 m/s)

RRFS_A
Finest grid 3.0 km
k_split=2, n_split=5, dt_atmos=36 s, ptop=2 hPa

3.60 seconds
(Equates to
U+c = 833 m/s)

6 seconds 
(Assumes max 
U+c = 500 m/s)

RRFS_B
Finest grid 3.0 km
k_split=6, n_split=3, dt_atmos=60 s, ptop=2 hPa

3.33 seconds
(Equates to
U+c = 909 m/s)

6 seconds 
(Assumes max
U+c = 500 m/s)

GFS v15
Finest grid 13.0 km (C768)
k_split=2, n_split=6, dt_atmos=225 s, ztop~55 km

18.75 seconds
(Equates to
U+c = 693 m/s)

22 seconds
(Assumes max 
U+c = 600 m/s)

GFS v16
Finest grid 13.0 km (C768)
k_split=2, n_split=6, dt_atmos=150 s, ztop~80 km

12.50 seconds
(Equates to
U+c = 1040 m/s)

22 seconds
(Assumes max 
U+c = 600 m/s)



Adaptive (in time) Remapping

•  



Physics-Dynamics Coupling

higher-order physics-dynamics 
coupling

•  

first-order physics-dynamics coupling, 
aka, time splitting

•  

**Note that all fluxes from other components (ocean, land, ice, wave, etc) are or would be represented in the P operator



“Dribbling” vs “Chunking”

Dribbling (proposed) coupling

•  
Chunking (control) coupling

•  



• “Chunking”

• “Dribbling”
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suite_FV3_HRRR suite_FV3_HRRR_pdc



I’ve done my best to avoid modifying the code inside atmos_cubed_sphere, but obviously changes were 
necessary. From a user perspective you need to know 3 things:

1) When you compile, use {suite_FV3_HRRR, suite_FV3_HRRR_pdc}
2) Add higher_order_pdc = .true. to atmos_model_nml
3) Change ccpp_suite = ‘FV3_HRRR_pdc’

Many of the changes live in the top level FV3 code, e.g., module_fcst_grid_comp.F90:



Some details of the “Dribbling” 
implementation in FV3 (latest iteration)

• I am working on a new iteration:
• Inline_q = .false.
• Apply tendencies in native dynamic variables (where possible)
• Physics tendencies are held fixed in time and horizontal, they are advected as scalars in the vertical using Lagrangian 

advection (this looks like a mass re-scaling) such that we don’t have to worry about boundary conditions.
• The tendencies are applied on the C-grid and D-grid. This is done after the horizontal advection and requires further 

halo communication.
• The tracer advection is in some ways decoupled from the dynamics across dt_atmos to prevent negatives and maintain 

conservation of dry mass
• It was decoupled across k_split previously
• The tracers will get the physics tendencies at the beginning of the time step (“chunking”) and are still advected at k_split, but the tracer 

proxy variables (q_con, kappa) will evolve independently across dt_atmos. This is then resolved at the end of the time step by computing 
new proxy values using the fully updated tracers; they are then used to convert theta_m to temperature prior to physics.

• Potential Deficiencies:
• Cost: hopefully < 10% added cost
• My results say vertical interpolation vs vertical advection of physics tendencies is not significantly different, but I’d like 

some outside opinions on this
• How different are the proxy variables by the end of a time step? Have we traded a physics coupling problem for a tracer 

coupling problem?



Conclusions

•  


