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The Importance of Clouds

The global annual mean energy budget of Earth for the approximate period 
2000-2010. (Stephens et al. 2012)
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A recent compilation of observations (Supplementary Information) 
provides the depiction of the global annual mean energy balance 
shown in Fig. B1 for the period 2000–2010. "e solar #ux enter-
ing Earth is the most-accurately monitored of all #uxes through 
the system40 and varies least over time. Fluxes leaving Earth at the 
TOA are also well documented, although inherently less accurate 
with an uncertainty of ±4 Wm–2 on the net TOA #ux that mostly 
stems from calibration errors on measurements of the outgoing 
#uxes12,15. "is uncertainty is almost an order of magnitude larger 
than the imbalance of 0.58 ±0.4 Wm–2 inferred from OHC infor-
mation13,14. "e outgoing TOA #uxes presented in Fig. B1 are the 
TOA CERES #uxes adjusted within the measurement uncertainty 
to match this OHC inferred imbalance15,17.

A recent review of largely independent global estimates of the 
surface longwave radiation #ux26, also supported by new satel-
lite observations, concludes that this #ux most likely falls in the 
range 342–350 Wm–2, which is larger by 10–17 Wm–2 over previ-
ous estimates41,42 that were mostly based on global weather and 
climate model outputs that have a known lack of low clouds26. 
"e uncertainty attached to this global annual #ux is approxi-
mately ±9  Wm–2 (95% con$dence), and has also been carefully 
analysed26,43,44 and veri$ed against independent surface observa-
tions (Supplementary Information).

Estimating the global net surface solar #ux has also been 
problematic over the years. Five di%erent global estimates of this 
#ux suggest its most likely value is between 162 and171  Wm–2. 
"e possibility of bias of a few Wm–2 cannot be fully discounted, 
as slightly elevated absorption within the atmosphere by unac-
counted gaseous absorption45 and an underestimate of the contri-
bution by absorbing aerosol46, for example, are factors that could 
reduce the stated value of the surface #ux. A value of 165±6 Wm–2 
is assumed, and the uncertainty attached to this #ux (a 90% con-
$dence) is based in part on independent comparison with surface 
measurements47.

"e increased downward surface longwave #ux dictates that 
compensating changes to other surface #uxes are required to 
achieve energy balance. One such adjustment is needed to the 
latent heat #ux. "e annual global mean evaporation is balanced 

by the annual global precipitation amount, and the common 
approach to infer the latent heat #ux is to use global precipita-
tion measurements48. "us an increase in precipitation implies 
an increase in evaporation to sustain it and hence a larger #ux of 
energy from the surface associated with this evaporation. "ere 
are at least two reasons why past estimates of global  latent heat 
#ux deduced from global precipitation should be increased. (1) 
"e remote-sensing methods widely used to estimate precipita-
tion, especially over the vast oceans, have documented biases 
that imply that the amount of precipitation is underestimated49–52. 
New global precipitation information from the CloudSat radar 
suggests that precipitation has been underestimated by approxi-
mately 10% over tropical ocean regions49 and by even larger frac-
tions over mid-latitude oceans51–53. (2) "e total contribution from 
snowfall to the global precipitation is also not precisely known 
and has been excluded from previous global latent heat #ux esti-
mates. Based on new estimates of global snowfall54, we estimate 
the contribution to the total global latent heating is approximately 
4 Wm–2 (Supplementary Information). For these reasons, the value 
of latent heat #ux stated in Fig. B1 has been increased by 4 Wm–2 
over the Global Precipitation Climatology Project49 estimate of 
76  Wm–2 and then increased by 10% (8  Wm–2). "e uncertainty 
on annual oceanic mean precipitation lies between approximately 
±10% and ±20% (refs 51,56). "e quoted uncertainty on the evap-
oration (±10 Wm–2) derives from our very sketchy understanding 
of the uncertainty in global precipitation.

"e quoted value of the sensible heat #ux is a combination of the 
land57 and ocean (C. A. Clayson, J. B. Roberts and A. S. Bogdano%, 
manuscript in preparation) sensible heat #uxes (Supplementary 
Information) with a simple weighting based on land/ocean sur-
face area. "e #ux value of 24 Wm–2 is also larger than previously 
assumed41,42 and remains highly uncertain, as exempli$ed by the 
range of 14–34  Wm–2 that results from di%erent land #ux esti-
mates57. No de$nitive measure of the uncertainty of this #ux exists 
and the uncertainty range given merely re#ects a judgement on 
where the value most likely lies. As yet, there are no estimates of 
the sensible heat #uxes over the polar regions of sea ice and the 
global values given in Fig. B1 exclude these contributions.

Box 1 | Updated energy balance
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Figure B1 | The global annual mean energy budget of Earth for the approximate period 2000–2010. All fluxes are in Wm–2. Solar fluxes are in yellow 
and infrared fluxes in pink. The four flux quantities in purple-shaded boxes represent the principal components of the atmospheric energy balance.
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Energy Balance

Cloud albedo effect (shortwave): 47.5  3 Wm–2


Greenhouse effect (longwave): 26.4  4 Wm–2


 Net loss of radiation from Earth by clouds: 21.1  5 Wm–2    

±
±

±

have been made to assemble, analyze, derive, and as-
sess global datasets of water vapor (Trenberth et al.
2005), cloud (Dai et al. 1999b, 2006), precipitation
(amount, frequency, intensity, type) (Trenberth 1998;
Dai et al. 1999a; Dai 2001a; Trenberth et al. 2003),
evapotranspiration (evaporation plus transpiration
from plants) (Qian et al. 2006), soil moisture, runoff,
streamflow and river discharge into the oceans (Dai
and Trenberth 2002, 2003), atmospheric moisture flows
and divergence (Trenberth and Guillemot 1998; Dai
and Trenberth 2002; Trenberth and Stepaniak 2003a),
atmospheric moisture storage (Trenberth and Smith
2005), and freshwater flows in the ocean (Dai and Tren-
berth 2003). Related issues are the effects of tempera-
ture and water-holding capacity, relative versus specific
humidity (Dai 2006), covariability of temperature and
precipitation (Trenberth and Shea 2005), recycling of
moisture (which is taken to mean the fraction of pre-
cipitation in a given region, such as a river basin, that

comes from moisture evaporated within that basin as
opposed to advected in from outside the region) (Tren-
berth 1999), combinations of temperature and precipi-
tation such as in the Palmer drought severity index
(PDSI) (Dai et al. 2004), the diurnal cycle (Dai et al.
1999a,b; Dai 2001b; Trenberth et al. 2003), and forcings
of the hydrological cycle, such as solar radiation (Qian
et al. 2006). It is well established that latent heating in
the atmosphere dominates the structural patterns of to-
tal diabatic heating (Trenberth and Stepaniak 2003a,b)
and thus there is a close relationship between the water
and energy cycles in the atmosphere.

Water vapor is the dominant greenhouse gas (Kiehl
and Trenberth 1997) and is responsible for the domi-
nant feedback in the climate system (Karl and Tren-
berth 2003). However, it also provides the main re-
source for clouds and storms to produce precipitation,
and most precipitation comes from moisture already in
the atmosphere at the time a storm forms (Trenberth

FIG. 1. The hydrological cycle. Estimates of the main water reservoirs, given in plain font in 103 km3, and the flow of moisture
through the system, given in slant font (103 km3 yr!1), equivalent to Eg (1018 g) yr!1.
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The hydrological cycle. (Trenberth et al. 2007)

Cloud is the carrier of water.

reflection



The Complexity of Cloud Physics

instruments in space. Because laboratory experimentation provides a direct way to quantify individual
microphysical process rates in a controlled setting, they are a critical part of advancing cloud physics
knowledge. Nonetheless, there has been an apparent decline in laboratory work over the past several
decades relative to other research areas in cloud physics. We advocate increased support for laboratory
work to address major gaps in cloud physics knowledge and to provide data for developing physically
based parameterizations for models. We also advocate sustained support for new airborne and
ground‐based instrument development and next‐generation instruments in space to provide field data
needed to evaluate and constrain microphysics schemes in regional and global models.
A major challenge using the wealth of natural cloud and precipitation observations to constrain

Figure 1. Schematic illustration of microphysical processes within a typical cumulonimbus cloud, highlighting the
complexity of microphysics in the atmosphere. Specific microphysical processes are listed in red (involving only liquid
drops) and purple (involving ice particles only or both liquid and ice). Cloud droplet activation occurs on aerosol particles
serving as cloud condensation nuclei (CCN) in supersaturation conditions; cloud droplets then grow by condensation.
Further growth by collision‐coalescence produces raindrops. Above the 0°C level, there is heterogeneous ice nucleation on
aerosols serving as ice nucleating particles (INP). Ice particles grow by vapor deposition and riming (i.e., accretion and
freezing of supercooled drops). If riming is especially heavy, not all of the collected liquid water freezes onto the ice
particles and some is shed, representing wet growth. Above approximately the −40°C level, homogeneous ice nucleation
can generate additional ice particles. Sublimation of ice particles detrained from the cloud occurs in subsaturated
conditions. Ice crystals can grow by aggregation when they collide and stick together. Secondary ice production, not
associated with heterogeneous or homogeneous ice nucleation, can generate more ice particles. Below the 0°C level, ice
particle melting generates raindrops, and shedding of meltwater occurs for some ice particles. Raindrop
collision‐coalescence produces larger drops, while raindrop breakup produces smaller ones. Below cloud base,
evaporation of falling raindrops occurs in subsaturated air.

10.1029/2019MS001689Journal of Advances in Modeling Earth Systems
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Schematic illustration of microphysical processes within a 
typical cumulonimbus cloud, highlighting the complexity 
of microphysics in the atmosphere. (Morrison et al. 2020)
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Fig. 3 Schematic diagram of processes in the six-class, 2-moment microphysics scheme of Seifert
and Behang (2001). Figure courtesy of Axel Seifert

category or class of hydrometeors. These processes will also change the temperature
of the environment if phase changes occur (through latent heating or cooling).

While the list of processes and their interactions vary across schemes, and can
rapidly get very complicated (Fig. 3), they fall into several different groups. These
include condensation and evaporation, freezing andmelting, and precipitation forma-
tion by collision-coalescence. The overall goal is to describe the important transfor-
mations of water substance in the atmosphere. The most important transformations
will, of course, depend on the application and scale. For hazardous weather events,
the most important transformations may be related to hail, graupel, and copious
supercooled liquid associated with severe storms. For climate, on the other hand, it
might be cirrus cloud microphysics that governs radiative transfer from pervasive
high ice clouds in the tropics. So, different microphysics schemes will focus on
different processes, adding more detail to some or neglecting others entirely.

Schematic diagram of processes in the six-class, 2-moment 
microphysics scheme of Seifert and Behang (2001). Figure 

courtesy of Axel Seifert. (Gettelman et al. 2019)



GFDL current-generation model configurations 
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Figure 1: Schematic of the GFDL MP. The yellow box indicates prognostic water vapor, blue boxes indicate

prognostic liquid-phase hydrometeors, and gray boxes indicate prognostic solid-phase hydrometeors. Red /

Blue arrows indicate processes involving heating / cooling from phase changes, while green arrows indicate

conversion and sedimentation processes. The bottom panel shows symbols defined in Table 1 and in Equa-

tions (2.1) to (2.6). This figure is revised from Zhou et al. (2019).
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concentrations are based on full chemistry simulations. The model is topped at 1 hPa, which is referred to as 
“low top”. There are fewer vertical levels (i.e., coarse vertical resolution) in the stratosphere in AM4.0 than 
AM3. Thus, the representation of the stratosphere is limited. The radiative transfer codes have substantial 
modifications, for example, adding 10 µm CO2 band and re-fitting to line-by-line benchmark simulations 
(Pincus et al., 2020).

The representations of planetary boundary layer (PBL), cloud macrophysics, and cloud microphysics in 
AM4.0 remain almost unchanged from AM3. The PBL scheme considers down-gradient eddy diffusion 
with diffusivities following Lock et al.  (2000). The cloud macrophysics with prognostic cloud fraction is 
parameterized according to Tiedtke  (1993). In our implementation, super-saturation over ice is allowed 
(Salzmann et al., 2010). The cloud microphysical scheme was originally a one-moment bulk scheme. It 
only prognosed the mass mixing ratios of cloud water and ice, while rain and snow were diagnosed, fol-
lowing Rotstayn (1997) with modifications in mixed-phase clouds (Rotstayn et al., 2000) and in the overlap 
between clouds and precipitation (GFDL Global Atmosphere Model Development Team,  2004; Jakob & 
Klein, 2000). Later the microphysical scheme has been updated to predict cloud droplet number concen-
tration since AM3 (Donner et al., 2011), with drop activation dependent on updrafts and aerosol chemical 
and size properties in order to facilitate the study of aerosol-cloud interactions (Golaz et al., 2011; Ming 
et al., 2006, 2007). We refer to this as Rotstayn-Klein (RK) cloud microphysical scheme hereafter (See Ta-
ble 1). A detailed description of AM4.0 is documented in Zhao et al. (2018a, 2018b).

2.2. Brief Description and Configuration of AM4-MG2

AM4-MG2 is based on AM4.0, but replaces the RK microphysics with the MG2 microphysics. MG2 assumes 
that cloud particles follow gamma distributions, and predicts the mass mixing ratios and number concen-
trations (i.e., two moments) of cloud water and ice (Morrison & Gettelman, 2008; Gettelman et al., 2008). 
Moreover, the prognostic equations are extended to include the two moments of precipitation: rain and 
snow (Gettelman & Morrison, 2015; Gettelman et al., 2015). Because of the fast fall velocity of precipitation 
species, there often exist numerical stability problems when applying prognostic precipitation in GCMs. 
Many state-of-the-art GCMs have vertical spacing of ∼100 m in the planetary boundary layer (Danabasoglu 
et al., 2020; Gettelman et al., 2015; Golaz et al., 2019; Zhao et al., 2018a). For example, stratiform rain could 
fall down at 2–4 m s−1 (Niu et al., 2010). This requires a time step of 25–50 s to satisfy the Courant-Frie-
drichs-Lewy (CFL) stability criterion if we employ an explicit sedimentation scheme. Unfortunately, such a 
short time step is not ideal for GCMs given the current computational power. One solution is to substep the 
sedimentation time step as implemented in CAM5 (Gettelman et al., 2015). Another approach is to employ 
an implicit sedimentation scheme. In this study, we apply a time-implicit scheme to the sedimentation 
of both number and mass of all hydrometeors. The implicit scheme is vastly simpler and more stable. It 

GUO ET AL.
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AM4-MG2 AM4.0

microphysics two-moment Morrison-Gettelman a one-moment+ Rotstayn-Klein
with prognostic precipitation (MG2) with diagnostic precipitation (RK)

(Gettelman & Morrison, 2015) (Rotstayn, 1997; Jakob & Klein, 2000)
bdrop activation mechanistic mechanistic

(Ming et al., 2006, 2007) (Ming et al., 2006, 2007)
ice nucleation dust and temperature-dependent only temperature-dependent,

for prognostic ice number concentration only for Wegener–Bergeron–Findeisen process
(Fan et al., 2019) (Meyers et al., 1992)

aRK cloud microphysical scheme predicts both mass mixing ratio and number concentration of cloud liquid drops, but 
only mass mixing ratio of cloud ice. In other words, it is a one-moment scheme with the exception of two-moment 
in cloud liquid. bThe minimum standard deviation of sub-grid vertical velocity probability density function (PDF) for 
cloud drop activation is reduced to 0.3 m s−1 in AM4-MG2 from 0.7 m s−1 in AM4.0.

Table 1 
Comparison of Cloud Microphysical and Aerosol Activation Schemes in AM4-MG2 and AM4.0

Guo et al. 2021, 2022

Revised MG2 Microphysics for seasonal to 
climate prediction and simulation 2019 GFDL Review



GFDL Microphysics Development at GFDL

• GFDL MP v0 (before 2015): HiRAM (Chen and Lin 2011, 2013)


• Completely rewrote from Lin MP from GFDL ZETAC


• GFDL MP v1 (2015-2017): split MP, fvGFS/GFS/GEFS/UFS (Zhou et al. 2019)


• Developed for weather and convective-scale predictions


• GFDL MP v2 (2017-2019): inline MP, SHiELD 2020 (Harris et al. 2020)


• Fully inline microphysics, advanced dynamics-physics coupling


• GFDL MP v3 (2019-present): SHiELD 2022 (Zhou et al. 2022)


• Advances in microphysics foundation and processes
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Figure 1: Schematic of the GFDL MP. The yellow box indicates prognostic water vapor, blue boxes indicate

prognostic liquid-phase hydrometeors, and gray boxes indicate prognostic solid-phase hydrometeors. Red /

Blue arrows indicate processes involving heating / cooling from phase changes, while green arrows indicate

conversion and sedimentation processes. The bottom panel shows symbols defined in Table 1 and in Equa-

tions (2.1) to (2.6). This figure is revised from Zhou et al. (2019).
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the lifetime of a cloudy parcel depends on a number of quantities, a key determinant in the S19 formalism is the 
characteristic timescale κ during which a volume of cloudy air mixes with an equal volume of clear air. This 
timescale influences a number of processes, including the rate of condensate evaporation, condensate dilution, 
and the spreading of anvil clouds.

The S19 formalism, and our physical picture of anvil cloud evolution in general, however, assumes that anvil 
clouds spread continuously after their detrainment from convective cores. But in simulations of cloud ensembles, 
such as cloud-resolving radiative-convective equilibrium (RCE), convective cores are typically only a few grid 
cells wide, even down to resolutions of O (100 m) (Jeevanjee, 2017). Thus, we might expect the spreading of anvil 
clouds in such simulations to be grid-dependent. Indeed, if the turbulent horizontal wind speed which advects air 
between grid cells is urms, then one expects the timescale κ (with which a cloudy grid cell completely mixes with 
a neighboring clear grid cell) to scale with horizontal grid spacing dx as

 (1)

If this is true, and given the varied and significant influences of κ on cloud fraction, we might then also expect 
cloud fraction to depend on resolution. We confirm this in Figure 1 by plotting cloud fraction for a series of 
cloud-resolving RCE simulations with dx varying from 0.0625 to 16 km; details of these simulations are given in 
Section 2. The left panel shows simulations with the six-class GFDL microphysics scheme (Zhou et al., 2019), 
while the right panel shows simulations with a Kessler-type warm-rain microphysics scheme (Kessler, 1969, 
details below). The solid lines show simulations on a fixed grid, whereas dashed lines show simulations with a 
fixed domain size. A marked increase of high cloud fraction with increasing resolution is evident, and is found 
in all sets of simulations, suggesting that this result is robust. Similar results were also found when replacing our 
default modified PPM advection scheme (Lin, 2004) with a quasi-linear scheme with interior 2-Δ limiter, as well 
as when using an entirely different cloud-resolving model, DAM (Romps, 2008, see Figure S1 in Supporting 
Information S1).

This resolution-dependence adds to the aforementioned uncertainties in anvil cloud simulations, and casts further 
doubt on our ability to simulate anvil clouds with confidence. Furthermore, this decrease in confidence may have 
unfortunate implications for machine-learning applications in climate models, which sometimes use cloud-re-
solving simulations as “ground-truth” training data for AI algorithms (Brenowitz & Bretherton,  2018; Rasp 
et al., 2018; Yuval & O’Gorman, 2020). At the same time, however, a deeper understanding of this resolution 

Figure 1. A striking dependence of cloud fraction on resolution. Time-mean cloud fraction profiles from Finite-Volume 
Cubed-Sphere Dynamical Core radiative-convective equilibrium simulations with varying horizontal resolution (colors). Left 
panel shows simulations with comprehensive microphysics, while the right panel shows simulations with simplified Kessler 
microphysics. All simulations are run on a 96 × 96 horizontal grid, except for those shown in dashed lines (right panel only) 
which were run on a fixed domain of size 96 × 16 km 2. Further simulation details are given in Section 2.
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largest clusters is delayed by 1 – 2 hours relative to the 
smaller clusters, suggestive of a lifecycle effect of up-
scale convective growth, as isolated deep convection 
transitions into organized mesoscale systems. In the 
25 km and 12 km GEOS cases, the diurnal cycle is 
relatively muted, particularly for the smaller clusters. 
The amplitude of diurnal variation is more realistic 
in the 6 km and 3.5 km cases, generally comparable 
to observations, although the smallest clusters are too 
numerous during the early day, and their late evening 
peak is underestimated.

Also included in Fig. 16 are the GF0 and GF1 3.5 
km experiments. When Grell-Freitas convection is 
disabled (GF0), there is little impact on the cluster 
size distribution. However, the precipitation intensity 
curve significantly overshoots the observations for 
clusters smaller than 104 km2. On the other hand, 
when Grell-Freitas is allowed to run at full strength 
(GF1), there is a further increase in the number of 
small clusters over the observed counts, exacerbating 
the 3.5 km bias. The precipitation intensities with GF1 
are dramatically reduced, similar to those of the 50 km 
case. Overall, the scale-aware function in the Grell- 
Freitas scheme seems to allow a more optimal balance 
between parameterized convection and the resolved 
dynamics.

The distribution of precipitation intensity over 
CONUS is compared with IMERG in Fig. 18, using 

hourly mean model and IMERG data interpolated 
to a common 0.5 degree grid for consistency. The 
model generally overestimates light precipitation, 
under 5 mm day−1. Simulation of heavier precipitation 
depends strongly on resolution, with the 25 km and 
50 km cases producing more at moderate rates (10 
to 100 mm day−1) and higher resolutions producing 
more above 100 mm day−1. An inflection point is seen 
around 80 mm day−1 in the 3 – 12 km curves, likely 
associated with the reduced parameterized convection 
in those cases, which allows more convective pre-
cipitation from resolved updrafts. The GF0 and GF1 
experiments (dashed curves in Fig. 18), show that a 
3.5 km run with increased parameterized convection 
looks similar to the 25 km and 50 km cases, while 
a 3.5 km run with no parameterized convection has 
significantly stronger precipitation rates, though it is 
not necessarily a better match to IMERG.

10. Summary and conclusions

We have evaluated the diurnal cycle of precipita-
tion in a set of non-hydrostatic AGCM simulations 
with nominal grid spacing ranging from 3.5 km to 
50 km. Finer resolution is often expected to improve 
representation of diurnal variability by reducing 
reliance on subgrid parameterizations that introduce 
uncertainty into model formulation. While we do find 
that some aspects of the diurnal cycle improve with 
resolution, these improvements are partially offset by 
degradations in other areas. The results emphasize the 
complicated and regional nature of the diurnal cycle 
and the many physical mechanisms that govern it.

In general, we find that amplitudes of the diurnal 
harmonic appear more similar to the observed multi-
year August climatology in the low resolution cases, 
while the 3.5 km and 6 km cases appear to suffer from 
excessive small-scale variability. This overproduction 
of strong small-scale storms has been reported in other 
studies with explicit convection (Kendon et al. 2012; 
Hanley et al. 2019), and can be made worse when 
parameterized convection is removed entirely (Pearson 
et al. 2014). We find that resolution has no consistent 
impact on the regional-scale amplitudes, with some 
regions showing larger amplitude at high resolution 
(e.g., the western United States and Maritime Con-
tinent), and other regions at low resolution (e.g., the 
southern Amazon).

Over regions where the diurnal cycle is dominated 
by local thermodynamic forcing, such as over the 
southeastern United States, precipitation in the higher 
resolution cases generally peaks several hours earlier 
than with low resolution, and typically earlier than 

Fig. 18. Probability density functions of precipita-
tion rate over the CONUS domain, based on 0.5 
degree hourly regridded data.

NASA: GEOS-5: global storm-scale 
modeling (Arnold et al. 2020)

The gross error check in the original all-sky frame-
work is based on the OmF normalized by the final
observation error (Zhu et al. 2016, 2019). The final ob-
servation error involves various situation dependent
error inflation, especially for observations assimilated in
all-sky approach. In this new framework, we tightened
the gross error check by using the symmetric observa-
tion error normalized OmF to screen out observations,
when it is greater than 2.5. By examining the extra ob-
servations screened out by the modified gross error
check, we found that most of the observations indicated
large disagreement with the FG in terms of cloud loca-
tion and cloud amount. The attempt was to exclude the
observations with very large OmF and mismatched
cloud information instead of inflating their observation
errors. The latter can contribute to the non-Gaussianity
of the normalized OmF (e.g., Fig. 6 of Zhu et al. 2016).
Excluding those observations may also reduce model
shocks due to large differences in cloud location and
cloud amount between FG and observations.
The assimilated AMSU-A channel 15 observations in

the new framework are shown in Fig. 6b. Comparing to
Fig. 6a, the blank areas in Fig. 6b are observations tossed
by quality control, whichmainly rejected observations in
deep-convection regions. The quantity shown in Fig. 6b
is the maximum single-scattering albedo of the vertical
layers computed in the CRTM. The threshold of 10210 is
used to determine whether scattering radiative transfer
will be turned on in the CRTM. In high-frequency

channels like channel 15, the maximum single-
scattering albedo in all assimilated observation lo-
cations are greater than 10210. Therefore, scattering
radiative transfer is activated in all those observation
locations. In lower-frequency channels, such asAMSU-A
channels 1 and 2, which are less sensitive to scattering,
about 75%of the assimilated observations are simulated
with multiple scattering turned on (not shown). In the
CRTM, nonprecipitating hydrometeors (cloud liquid
water and cloud ice) are assumed to be very small par-
ticles comparing to the microwave wavelengths, and
their scattering effects are ignored with their single-
scattering albedos hardcoded to be zero. Without pre-
cipitating hydrometeors present in the original all-sky
framework, radiative transfer is always solved in emission
mode. Although some of the restored precipitation-
affected radiances were excluded by other QC proce-
dures in the new framework, they are a small part of the
observations where significant scattering was detected in
the model forecast (Fig. 6b).

4. All-sky radiance assimilation experiments and
results

a. Experiments

Four experiments (Table 1) were conducted to evaluate
the performance of this upgraded all-sky radiance assim-
ilation framework. The control experiment (CNTL) uti-
lized the original all-sky radiance assimilation framework

FIG. 8. (a) Cloud LWP (kgm22) and (b) cloud IWP (kgm22) of the CNTL and the differences of (c) LWP and
(d) IWP between the CNTL and the QLQI (QLQI 2 CNTL) at 0000 UTC 15 Jul 2017.
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NWS GFS/GEFS: weather forecasts (Tong et al. 
2020, Huang et al. 2021, Patel et al. 2021, ...)

NWS HAFS: hurricane predictions 
(Dong et al. 2020, Hazelton et al. 2020, 

2021, ...)

2. Model configuration and 2020 changes—Data used

a. 2020 HAFS-globalnest and T-SHiELD domains

The 2020 HAFS-globalnest domain was slightly smaller than
that used in the 2019 North Atlantic hurricane season (Fig. 1),
with a static nest covering all of the western and central North
Atlantic and extending to about 308W (near the Cabo Verde
Islands). The smaller nest this year was made necessary by an
increase in the number of vertical levels from 64 to 75, with
most of the new levels focused in the planetary boundary layer
(PBL). This kind of increase in vertical resolution in lower lev-
els has been shown to produce stronger TCs in other models,
such as the Hurricane Weather Research and Forecasting
(HWRF) Model (Zhang et al. 2015). The horizontal grid spac-
ings on the global and nested domains were 13 and 3 km,
respectively, as in the previous version of HAFS-globalnest.
Thus, the smaller nest allowed for the computational efficiency
needed for the quasi-real-time experiments run during the 2020
Atlantic hurricane season. TCs outside this nested domain were
tracked on the global domain (but not the nested domain).

T-SHiELD used a similar nested domain that was shifted
slightly east compared to that of HAFS-globalnest. Both models
covered the vast majority of the tropical Atlantic basin, and cap-
tured almost all of the TCs during the 2020 Atlantic hurricane
season, when most of the activity occurred in the Caribbean,
Gulf of Mexico, and western and central Atlantic. The nests for
both T-SHiELD and HAFS-globalnest exchanged data with
their global domains in two-way feedback.

b. Model physics and 2020 upgrades

The 2020 HAFS-globalnest model physics were generally
similar to the 2019 version of HAFS-globalnest (Hazelton
et al. 2021), including use of the 6-class GFDL microphysics
(Chen and Lin 2013; Zhou et al. 2019) and a scale-aware
convective scheme for the global domain only (Han et al.
2017). One key difference was the introduction of the eddy
diffusivity mass flux with prognostic turbulent kinetic
energy (EDMF-TKE) PBL scheme (Han and Bretherton
2019). This scheme will be included in the operational
Global Forecast System (GFS) version 16 in 2021. Some

FIG. 2. (a) 5-day mean track errors (n mi; 1 n mi = 1.852 km) from HAFS-globalnest (red), T-SHiELD (light blue),
HAFS-SAR (orange), GFS (dark blue), HWRF (purple), and HMON (green). (b) As in (a), but for the cross-track
track bias (n mi). (c) As in (a), but for the along-track track bias (n mi). (d) As in (a), but out to 7 days for the models
that forecast out to 7 days (HAFS-globalnest, T-SHiELD, and GFS). The number of homogenous cases at each fore-
cast hour is shown at the bottom. The bars show the 95% confidence intervals.
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2019). This scheme will be included in the operational
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local SST is the dominant factor affecting TC activities, in
this basin, various large‐scale systems, such as the Asian
summer Monsoon and the MJO, also play important roles on
the TC genesis frequency and location [Chia and Ropelewski,
2002]. It is therefore more challenging to get a skillful
prediction of TC inter‐annual variation in this area. The
correlations of “typhoons” (using the same criteria as hur-
ricanes) and TS counts are 0.60 and 0.77, respectively

(Figures 2b and 2d). Contrary to the North Atlantic basin,
the model exhibited positive biases in this basin. After
removal of the biases, the RMSEs of counts for both TS and
typhoon are 2.30. These predictions can still be considered
skillful even though the performance is not as outstanding as
that in the North Atlantic. The individual information for the
four ensemble members can be found in Table 1.

Table 1. The Counts of Storms for each ensemble member from July to October 2000–2010a

Ensemble
Member

Year

Correlation
Root‐Mean‐Square

Error Bias2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

NA HU e1 4 8 6 2 8 9 4 5 5 1 11 0.76 2.70 −1.64
e2 12 9 2 7 5 11 4 5 6 3 10 0.77 2.28 −0.64
e3 5 2 5 4 10 13 5 5 6 3 12 0.85 2.11 −1.00
e4 6 3 2 3 4 8 5 5 6 3 9 0.79 3.21 −2.45

NA TS e1 14 9 11 6 14 18 8 13 7 6 15 0.69 3.05 −0.73
e2 19 12 7 11 12 15 11 7 10 8 15 0.58 3.28 −0.18
e3 14 7 7 7 14 18 10 7 12 7 16 0.76 2.80 −0.91
e4 16 8 9 11 8 14 11 10 11 7 16 0.76 2.45 −0.73

WNP TY e1 20 20 17 7 12 9 10 9 11 11 10 0.56 3.74 1.09
e2 15 19 24 12 10 6 13 13 13 14 10 0.38 4.85 2.77
e3 19 18 19 15 16 11 14 19 11 18 9 0.57 5.04 4.09
e4 18 16 19 10 21 15 12 14 10 18 13 0.46 5.01 3.82

WNP TS e1 30 27 24 10 19 11 21 19 23 25 15 0.70 5.71 3.36
e2 26 28 32 15 15 15 16 16 22 23 20 0.57 6.02 3.73
e3 28 27 30 20 24 16 20 28 19 26 14 0.76 6.90 5.91
e4 25 28 34 17 27 22 18 21 19 22 23 0.58 7.37 6.27

aHurricane in the north Atlantic basin (NA HU), typhoon in the western North Pacific basin (WNP TY), and tropical storm in both basins (NA TS and
WNP TS).

Figure 3. The 11‐year observed occurrence locations of TCs of which intensity reach (a) the hurricane and (b) the TS
criteria (with 32.5 and 17.5 ms−1 maximum wind speed, respectively). (c) As in Figure 3a, but for the HiRAM forecast.
(d) As in Figure 3c, but for the TS. The occurrence counts are divided into 5‐longitude by 4‐latitude pixel using the distance
between TC location and pixel as the weight.
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GFDL HiRAM: seasonal predictions and 
climate simulation (Chen and Lin 2011, 2013, 

Harris et al. 2016, Gao et al. 2017, 2019)

774 CAS FGOALS-F3-L CMIP6 AMIP DATASETS VOLUME 36

Table 3. CAS FGOALS-f3-L output variables prepared for CMIP6
DECK historical AMIP.

Output
name Description Frequency

rlut TOA outgoing longwave radiation Monthly
rsdt TOA incident shortwave radiation Monthly
rsut TOA outgoing shortwave radiation Monthly

rlutcs TOA outgoing clear-sky longwave
radiation

Monthly

rsutcs TOA outgoing clear-sky shortwave
radiation

Monthly

rlds Surface downwelling longwave ra-
diation

Monthly, 3 h

rlus Surface upwelling longwave radia-
tion

Monthly, 3 h

rsds Surface downwelling shortwave
radiation

Monthly, 3 h

rsus Surface upwelling shortwave radi-
ation

Monthly, 3 h

rldscs Surface downwelling clear-sky
longwave radiation

Monthly, 3 h

rsdscs Surface downwelling clear-sky
shortwave radiation

Monthly, 3 h

rsuscs Surface upwelling clear-sky short-
wave radiation

Monthly, 3 h

tauu Surface downward eastward wind
stress

Monthly

tauv Surface downward northward wind
stress

Monthly

hfss Surface upward sensible heat flux Monthly, 3 h
hfls Surface upward latent heat flux Monthly, 3 h
pr Precipitation Monthly, daily, 3 h

evspsbl Evaporation Monthly
ts Surface skin temperature Monthly
tas Near-surface air temperature Monthly, daily, 3 h

tasmax Daily maximum near-surface air
temperature

Monthly, daily

tasmin Daily minimum near-surface air
temperature

Monthly, daily

uas Eastward near-surface wind Monthly, 3 h
vas Northward near-surface wind Monthly, 3 h

sfcWind Near-surface wind speed Monthly
huss Near-surface specific humidity Monthly, daily, 3 h
hurs Near-surface relative humidity Monthly, daily
clt Total cloud fraction Monthly, 3 h
ps Surface air pressure Monthly, 3 h, 6 h
psl Sea level pressure Monthly, daily
snc Snow area fraction Monthly, 3 h
ta Air temperature at model level Monthly, 6 h
ua Eastward wind at model level Monthly, 6 h
va Northward wind at model level Monthly, 6 h
hus Specific humidity at model level Monthly, 6 h
hur Relative humidity at model level Monthly
zg Geopotential height at model level Monthly

the observation.
The simulation of the Madden–Julian Oscillation (MJO)

is of interest in current climate models and has remained a
great challenge in recent years (Jiang et al., 2015). Here, we

present the model skill in capturing the MJO based on daily
precipitation and 850 hPa winds. The observed daily precip-
itation from GPCP (Huffman et al., 2001) and the wind field
from ERA-Interim (Dee et al., 2011) are used as reference
observations. Using a 20–100-day band-filtered component,
we analyzed the zonal propagation of precipitation (colors)
and 850-hPa zonal winds (contours) against precipitation in
an Indian Ocean reference region (10◦S–5◦N, 75◦–100◦E) for
boreal winter (Fig. 2). Here, winter is defined from Novem-
ber to April of the following year, following Waliser et al.
(2009). Compared with the observations, the dominant fea-
ture of MJO eastward propagations (from the Indian Ocean
via the western Pacific to the International Date Line) can be
simulated well in both precipitation and 850 hPa winds in the
AMIP simulation. The quadrature relationship between pre-
cipitation and the 850 hPa zonal winds (U850) is reproduced
well over the Indian Ocean and western Pacific Ocean in the
simulation. Meanwhile, the phase speed is nearly 4–5 m s−1,
and the lag of the wind anomaly behind precipitation is ap-
proximately 5–7 days in the simulation, which is also similar
to the result observed in Waliser et al. (2009). Compared with

FGOALS-f3-L AMIP
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Fig. 2. November–April lag-longitude diagram of the 10◦S–
10◦N intraseasonal precipitation anomalies (colors) and in-
traseasonal 850-hPa zonal wind anomalies (contours) correlated
with intraseasonal precipitation over the Indian Ocean reference
region (10◦S–5◦N, 75◦–100◦E) for (a) observations and (b) the
mean of amip r1i1p1f1, r2i1p1f1, and r3i1p1f1.

IAP FGOALS: seasonal 
predictions and climate 
simulation (Zhou et al. 
2015; Li et al. 2017; He et 
al. 2019, 2020, 2021, …)GFDL SHiELD: convective-scale predictions, weather forecast, sub-seasonal-to-

seasonal predictions (Zhou et al. 2019, Chen et al. 2019, Harris et al. 2019, 2020, ...)

cycling system of the GFS, significantly reduced RMSE in May and June
2016 compared to the preceding four months of the year. These results
are worthy of further investigation. We do conclude that it may be mis-
leading to use a short time period to evaluate or compare global prediction
models.

The time evolution of the large‐scale forecast skill for both the GFS and
SHiELD are very similar on monthly and shorter time periods, which is
expected as they use identical initial conditions, and SHiELD benefits
from continual upgrades of the GFS initial conditions. As discussed in
Chen, Lin, Zhou, et al. (2019), the quality of the initial conditions is the
preeminent factor in determining the forecast skill for the large‐scale cir-
culation as well as for metrics such as hurricane track forecasts that
depend closely on the prediction skill of the large‐scale flow.

These results are for hindcasts, but the ACC and RMSE for our real‐time
forecasts are nearly identical. An important caveat is that the operational
GFS supports nearly the entire NCEP modeling suite, and so the GFS has
many more demands and a much more stringent evaluation process
imposed upon its development than does SHiELD. The development cycle
of the GFS will therefore necessarily be less rapid and more methodologi-
cal than that of SHiELD. Alternately, an experimental research model like
SHiELD does have the freedom to pursue many different avenues for
model development (“failure is always an option”) so that the most suc-
cessful new ideas can later be transitioned into operations, a major goal
of the UFS.

Figure 5. RMSE of 24‐hr precipitation (mm) for different versions of 13‐km SHiELD (orange) compared to contemporary
GFS (blue). Each version's results are aggregated over the same 2‐year of hindcast periods plotted in Figures 3 and 4.
(top row) Global verification versus GPCP data set (regridded to 1°); (middle row) tropics (30°S to 30°N) verification
versus TRMM data set (regridded to 25 km); and (bottom row) CONUS verification versus StageIV data set (regridded to
13 km). Gray shading is the 95% confidence interval.

Figure 4. Six‐month running‐mean time series of global 500‐mb
geopotential height ACC (top) and RMSE (bottom, m) at Day 5 for each
version of the 13‐km SHiELD and the contemporary operational GFS. Note
that the operational GFS upgraded to v13 on 11 May 2016 and v14 on 19
July 2017.
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SHiELD is a Unified Forecast System (UFS) prototype atmosphere 
model showing the power of a unified prediction system across a variety 

of time and space scales designed for a wide array of applications.

Homepage: https://www.gfdl.noaa.gov/shield/ (Harris et al. 2020)

https://www.gfdl.noaa.gov/shield/


#1 Time Scales of Dynamics and Physics

Model Dynamics Turbulent 
Diffusion Convection Cloud and 

Precipitation
Orographic 

Subgrid Drag Radiation Surface 
Exchange

UM1 Fast Fast Fast Fast + Slow Slow Slow Fast

IFS2 Fast Fast Fast + Slow Fast + Slow Fast Slow Fast

SHiELD3 Fast Fast Intermediate Intermediate Fast Slow Fast

1 Walters et al. (2017) based on Met Office UM

2 Beljaars et al. (2018) based on ECMWF IFS

3 Zhou and Harris (2022) based on GFDL SHiELD

Dynamical Core Physical Parameterizations

The concept of fast, intermediate, and 
slow are relative within each model.



#2 Thermodynamic Relationship

Dynamics: a Finite-Volume of moist air:

dry air + water vapor + liquid water + solid water

Physics: dry air + water vapor

Heat Capacity

dry air: 1004.6/717.56


water vapor: 1846/1410

liquid water: 4218

solid water: 2106 

Total Energy on Constant Volume

Total Enthalpy on Constant Pressure

cv is moist heat capacity and includes dry air cvd, water vapor cvv, liquid water cvl, and solid water cvs.

Latent heat coefficients (partly merged into ) are functions of temperature


derived from the Kirchhoff ’s equation.
cvT

Emanuel (1994), Satoh (2003), Harrop et al. (2022)



#3 Dynamical and Non-dynamical Processes

Physical

Parameterization

Dynamical

Processes

Non-Dynamical

Processes

convective updrafts

sedimentation/precipitation


Orographic drag

turbulence

phase changes of water

radiative transfer


aerosol-cloud interactions

Dynamical Core

Parameterization

Dynamical processes, if resolved, should be taken care of by the dynamical core.

Especially when the model's resolution reaches a few kilometers or less and deep convective updrafts can be 

explicitly represented.



• In the completed integrated 
framework


• the surface exchange, turbulent 
diffusion, and orographic drag 
are relatively fast processes 
that would be moved from the 
physics loop into the acoustic 
loop.


• The convection and cloud and 
precipitation are intermediate-
timescale processes that would 
be moved from the physics 
loop into the remapping loop.

Proposed schematic of the integrated 
dynamics-physics coupling framework in 

SHiELD — Zhou and Harris (2022)



First successful example: moved the GFDL cloud microphysics into the FV3 dynamical core

Zhou and Harris (2022)

Red means better, blue means worse. IMP yields significantly higher skill and lower error than the SMP in many meteorological fields.

Geopotential height, temperature, wind, specific humidity, cloud et al.



cycling system of the GFS, significantly reduced RMSE in May and June
2016 compared to the preceding four months of the year. These results
are worthy of further investigation. We do conclude that it may be mis-
leading to use a short time period to evaluate or compare global prediction
models.
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expected as they use identical initial conditions, and SHiELD benefits
from continual upgrades of the GFS initial conditions. As discussed in
Chen, Lin, Zhou, et al. (2019), the quality of the initial conditions is the
preeminent factor in determining the forecast skill for the large‐scale cir-
culation as well as for metrics such as hurricane track forecasts that
depend closely on the prediction skill of the large‐scale flow.

These results are for hindcasts, but the ACC and RMSE for our real‐time
forecasts are nearly identical. An important caveat is that the operational
GFS supports nearly the entire NCEP modeling suite, and so the GFS has
many more demands and a much more stringent evaluation process
imposed upon its development than does SHiELD. The development cycle
of the GFS will therefore necessarily be less rapid and more methodologi-
cal than that of SHiELD. Alternately, an experimental research model like
SHiELD does have the freedom to pursue many different avenues for
model development (“failure is always an option”) so that the most suc-
cessful new ideas can later be transitioned into operations, a major goal
of the UFS.

Figure 5. RMSE of 24‐hr precipitation (mm) for different versions of 13‐km SHiELD (orange) compared to contemporary
GFS (blue). Each version's results are aggregated over the same 2‐year of hindcast periods plotted in Figures 3 and 4.
(top row) Global verification versus GPCP data set (regridded to 1°); (middle row) tropics (30°S to 30°N) verification
versus TRMM data set (regridded to 25 km); and (bottom row) CONUS verification versus StageIV data set (regridded to
13 km). Gray shading is the 95% confidence interval.

Figure 4. Six‐month running‐mean time series of global 500‐mb
geopotential height ACC (top) and RMSE (bottom, m) at Day 5 for each
version of the 13‐km SHiELD and the contemporary operational GFS. Note
that the operational GFS upgraded to v13 on 11 May 2016 and v14 on 19
July 2017.
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Major Updates in GFDL MP v3: #1 Code Reorganization 

The code was reorganized, optimized, and modularized by functions.



Major Updates in GFDL MP v3: #2 Particle Size Distribution

Mono-dispersed for cloud water and cloud ice
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3 Cloud Microphysics Parameterization166

The first version of the GFDL cloud microphysics scheme (GFDL MP v1, Zhou et167

al. (2019)) originated from J. H. Chen and Lin (2013), was mainly developed for fvGFS168

to support the upgrade of operational GFS version 15. It was a split cloud microphysics169

scheme in which the saturation adjustment processes were built inside the FV3 dynam-170

ical core. This version, with some minor upgrades, is still in use in the operational GFS171

version 16. Later the second version of the GFDL cloud microphysics scheme (GFDL172

MP v2, L. Harris, Zhou, Lin, et al. (2020)) was developed entirely inside the FV3 dy-173

namical core in SHiELD. We call this the ”inline GFDL MP”. Recently, the GFDL MP174

in SHiELD has been dramatically updated. We call this the third version of the GFDL175

MP as it is significantly di↵erent from the second version. Compared with the GFDL176

MP v2, the code of the GFDL MP v3 is entirely reorganized, optimized, and modular-177

ized by functions for the first time. All scientific updates are described in Appendix A.178

The improvements from the GFDL MP v3 in weather prediction are demonstrated in179

the following sections.180

Among all the updates in the GFDL MP v3, the update of particle size distribu-181

tion and the overall consistency are essential and significant. First, the particle size dis-182

tributions for all six cloud categories are redefined as a gamma distribution to mimic the183

latest observations. As a result, the cloud water and cloud ice are no longer mono-dispersed184

as in the GFDL MP v2. The large cloud categories, e.g., rain, snow, and graupel, or hail,185

still follow the exponential distribution as suggested by most observations and literature186

(Khain et al. (2015) and references therein), and which is a special case of the gamma187

distribution. Along with the particle size distribution upgrade, microphysical processes,188

e.g., accretion, evaporation, sublimation/deposition, and freezing/melting, have been re-189

formatted and overhauled accordingly. This ensures an overall microphysical consistency190

and easily permits introductions of new particle size distributions, microphysical pro-191

cesses, and multi-moment distributions. Details of these updates are described in the fol-192

lowing subsections. Due to the introduction of the more realistic particle size distribu-193

tion and reformation of many microphysical processes, the computational runtime of the194

microphysics scheme increases by about 20%, but it is negligible (about 2%) compared195

to the total model runtime in SHiELD.196

3.1 Particle Size Distribution197

The particle size distribution (PSD) describes the microstructure of a cloud cat-198

egory in each grid box. By definition, the concentration of a cloud particle is a function199

of the particle size. In general, the PSD functions can be mono-dispersed, exponential,200

gamma, or log-normal distribution. These distributions are normalizable and integrat-201

able over complete size distributions of diameter from zero to infinity, or partial distri-202

butions from diameter of zero to D1 or D2 to infinity or even D1 to D2 (Straka, 2009).203

All cloud properties and cloud processes can then be parameterized based on the PSD204

functions. In the GFDL MP v3, the PSD of each cloud category is parameterized with205

gamma distribution containing three parameters:206

n (D) = n0D
µ�1 exp (��D) , (1)207

where n0 (unit: m�3�µ) is called the intercept parameter, µ (unit: 1) is called the spec-208

tral shape parameter, � (unit: m�1) is called the slope parameter, and D (unit: m) is209

the particle’s diameter. When the spectral shape parameter µ equals to 1, it becomes210

an exponential distribution. In a single-moment bulk cloud microphysics scheme with211

prognostic mass mixing ratio q (unit: kg kg�1), the intercept parameter n0 and spec-212

tra shape parameter µ are predefined, while the slope parameter � can be derived from213

n0, µ, and q. The values of n0 and µ for each cloud category of the GFDL MP v3 are214

listed in Table 1. Those parameters for cloud water, cloud ice, rain, snow, and graupel215

or hail are derived based on Martin et al. (1994), Fu (1996), Marshall and Palmer (1948),216
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Gamma Particle Size Distribution (PSD) for all cloud categories

Number concentrations are prescribed as constants

Effective radii are diagnosed inconsistently
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Table 1. The intercept parameter (n0, unit: m
�3�µ

), spectral shape parameter (µ, unit: 1),

density of cloud category (⇢0, unit: kg m�3
), parameter ↵ (unit: m1�� s�1

) and � for each cloud

category of the GFDL MP v3.

Cloud Water Cloud Ice Rain Snow Graupel Hail

n0 1.2⇥ 1066 1.0⇥ 1010 8⇥ 106 3⇥ 106 4⇥ 106 4⇥ 104

µ 11 1 1 1 1 1
⇢0 1⇥ 103 9.17⇥ 102 1⇥ 103 1⇥ 102 4⇥ 102 9.17⇥ 102

↵ 3⇥ 107 11.72 842 4.8 1 1
� 2 0.41 0.8 0.25 0.5 0.5

Gunn and Marshall (1958), and Houze et al. (1979) or Federer and Waldvogel (1975),217

respectively.218

The particle size distribution (PSD) is not simply a function of diameter (D), as219

shown in Equation (1). It also depends on cloud content (⇢q) or the mass mixing ratio220

of cloud (q) because the slope parameter (�, defined below) is a function of q. Figure 1221

shows that cloud water droplet number follows gamma distribution while all other cloud222

categories follow exponential distribution at a specified cloud content. The particle num-223

ber of cloud categories increases when cloud content increases. As shown in Figure 1a,b,224

most cloud water droplets have sizes between 6 µm and 40 µm, with a peak particle num-225

ber at around 20 µm. Cloud water droplet number is three orders of magnitude less when226

the cloud water content drops from 10 g m�3 to 10�4 g m�3. Di↵erent from cloud wa-227

ter, cloud ice particle number monotonically decreases as particle size increases (Figure228

1c,d). As shown in Figure 1e-l, the distributions of rain, snow, graupel, and hail parti-229

cle numbers are similar, except that rain has the highest particle number while hail has230

the lowest particle number because rain (hail) has the highest (lowest) intercept param-231

eter (n0). Rain, snow, graupel, and hail particle sizes approach zero at radii between 2000232

µm to 6000 µm, depending on the particular species and the water content. Higher wa-233

ter content is needed to produce non-negligible numbers of the largest particles. In the234

GFDL MP v3, cloud ice particle number still follows the exponential distribution as Fu235

(1996). The same PSD assumption is applied to the calculation of cloud ice radiative prop-236

erty. Recent studies, e.g., McFarquhar et al. (2015), used new observations to show cloud237

ice should follow the gamma distribution. As the PSD of cloud ice is written in gamma238

distribution format, we can change its PSD in the future.239

3.2 Quantities Characterizing Cloud Parameters240

Once the PSD is defined, we can derive the particle concentration (N , unit: m�3),241

e↵ective diameter (De↵ , unit: m), optical extinction (�, unit: m�1), mass mixing ratio242

(q, unit: kg kg�1), and radar reflectivity factor (Z, unit: m3) by integrating the PSD243

over all diameters:244

N =

Z 1

0
n (D) dD =

n0� (µ)

�µ
, (2)245

De↵ =

R1
0 D3n (D) dD
R1
0 D2n (D) dD

=
µ+ 2

�
, (3)246

� =
⇡

2

Z 1

0
D2n (D) dD =

⇡n0� (µ+ 2)

2�µ+2
, (4)247

q =
⇡

6

⇢0
⇢

Z 1

0
D3n (D) dD =

⇡⇢0n0� (µ+ 3)

6⇢�µ+3
, (5)248

–6–
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Figure 2. From left to right are the the (a) slope parameter (�, unit: m�1
), (b) particle con-

centration (N , unit: cm�3
), (c) e↵ective diameter (De↵ , unit: µm), (d) optical extinction (�,

unit: m�1
), and (e) radar reflectivity factor (Z, unit: m3

) for each cloud category as a function

of cloud content (⇢q, unit: g m�3
). Blue, orange, green, red, purple, and brown lines are the

quantities of cloud water (qw), cloud ice (qi), rain (qr), snow (qs), graupel (qg), and hail (qh).

Z =

Z 1

0
D6n (D) dD =

n0� (µ+ 6)

�µ+6
. (6)249

The density (⇢0) of each cloud category is listed in Table 1. ⇢ is the density of air. In250

the single-moment case where the mass mixing ratio (q) is a prognostic variable, the slope251

parameter (�) can be derived from Equation (5):252

� =


⇡⇢0n0� (µ+ 3)

6⇢q

�1/(µ+3)

. (7)253

By definition, and apparent from Figure 2, the slope parameter (�), particle con-254

centration (N), e↵ective diameter (De↵), optical extinction (�), and radar reflectivity255

factor (Z) are all a power function of cloud content (⇢q). As shown in Figure 2b, assum-256

ing the same cloud content, the particle concentration of cloud water is an order of mag-257

nitude larger than cloud ice and two orders of magnitude larger than rain, snow, and grau-258

pel. Hail is an order of magnitude less than graupel. The increment of cloud water par-259

ticle concentration regarding cloud water content is about two orders larger than other260

cloud categories. As shown in Figure 2c, the e↵ective diameter of cloud water is about261

10 µm to 20 µm, and cloud ice is about 20 µm to 400 µm. The e↵ective diameters of262

rain, graupel, snow, and hail are close, with the latter larger than the former. As shown263

in Figure 2d, the optical extinction of all cloud categories is quite close and similar to264

each other in tendency. Optical extinction is the largest for cloud water and the small-265

est for hail, with two orders of di↵erence. As shown in Figure 2e, cloud water has the266

smallest radar reflectivity factor, but snow and hail have the largest.267

We briefly describe how this method can be easily extended to a double-moment268

(DM) scheme, in which both the particle concentration (N) and mass mixing ratio (q)269

are prognostic variables. The intercept parameter (nDM
0 ) and slope parameter (�DM )270

can be derived from the combination of Equation (2) and (5):271

nDM
0 =

N1+µ/3

� (µ)


⇡⇢0� (µ+ 3)

6⇢q� (µ)

�µ/3
, (8)272
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Other quantities are derived naturally

Cloud water doesn’t fall

Cloud ice fall speed is diagnosed by temperature
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�DM =


⇡⇢0N� (µ+ 3)

6⇢q� (µ)

�1/3
. (9)273

In this case, the spectra shape parameter (µ) is the only variable that needs to be pre-274

defined or parameterized. For cloud water, following Morrison and Gettelman (2008),275

it is defined as:276

µDM =
1

(0.000571Nc + 0.2714)2
. (10)277

Where Nc (unit: cm�3) is the cloud droplet number concentration defined separately in278

di↵erent cloud scenario. When Nc equals to 52.827 cm�3, µDM is 11, the one that used279

in the current single-moment scheme. For cloud ice, following Morrison and Milbrandt280

(2015), it is defined as:281

µDM = 0.00191
�
�DM

�0.8 � 2. (11)282

For all other cloud categories, µDM = 1. The double-moment extension of the GFDL283

MP is still under development and is not used in this paper. However as shown here the284

double-moment scheme can be implemented as an extension of the current single-moment285

scheme, and serves as a reference for future GFDL MP development.286

3.3 Terminal Velocity287

Terminal velocity (V ) is generally given as a power-law relationship with respect288

to particle size (Straka, 2009):289

V = ↵D� , (12)290

The leading coe�cient ↵ and the power � for each cloud categories are listed in Table291

1. The parameters for cloud water, cloud ice, rain, snow, and graupel or hail follow Ikawa292

and Saito (1991), McFarquhar et al. (2015), Liu and Orville (1969), Straka (2009), and293

Pruppacher and Klett (2010), respectively. The terminal velocity used in the microphys-294

ical processes can be weighted by number (VN ), mass (VM ), or even reflectivity (VZ) cor-295

responding to each moment (Milbrandt & Yau, 2005). After applying the gamma dis-296

tribution, the terminal velocities can be written as:297

VN =

R1
0 V n (D) dD
R1
0 n (D) dD

=
↵� (µ+ �)

��� (µ)
, (13)298

VM =

R1
0 V D3n (D) dD
R1
0 D3n (D) dD

=
↵� (µ+ � + 3)

��� (µ+ 3)
, (14)299

VZ =

R1
0 V D6n (D) dD
R1
0 D6n (D) dD

=
↵� (µ+ � + 6)

��� (µ+ 6)
. (15)300

Generally, the reflectivity weighted terminal velocity (VZ) is larger than the mass weighted301

terminal velocity (VM ), which is further larger than the number weighted terminal ve-302

locity (VN ) (Milbrandt & Yau, 2005). It can also be seen in Figure 3, the terminal ve-303

locity of cloud water is the smallest (⇡ 0.01 m s�1), followed by cloud ice (⇡ 0.1�0.7 m s�1),304

snow (⇡ 0.5� 2 m s�1), graupel (⇡ 0.4� 4 m s�1), rain (⇡ 0.4� 10 m s�1), and hail305

(⇡ 0.7�20 m s�1). In the GFDL MP, the mass-weighted terminal velocity is used fol-306

lowing Y. L. Lin et al. (1983), because the mass mixing ratio is the only prognostic mo-307

ment. Note that unlike most microphysical schemes, including earlier versions of the GFDL308

MP, the GFDL MP v3 includes sedimentation of cloud water.309

3.4 Microphysical Processes310

Since the PSDs are redefined, many cloud microphysical processes are reformulated311

accordingly to ensure an overall microphysical consistency and easily permit introduc-312

tions of new particle size distributions, microphysical processes, and multi-moment dis-313

tributions. Those cloud microphysical processes include accretion, evaporation, subli-314

mation, deposition, melting, and freezing derived initially based on the PSD.315
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Generally, the reflectivity weighted terminal velocity (VZ) is larger than the mass weighted301

terminal velocity (VM ), which is further larger than the number weighted terminal ve-302

locity (VN ) (Milbrandt & Yau, 2005). It can also be seen in Figure 3, the terminal ve-303

locity of cloud water is the smallest (⇡ 0.01 m s�1), followed by cloud ice (⇡ 0.1�0.7 m s�1),304

snow (⇡ 0.5� 2 m s�1), graupel (⇡ 0.4� 4 m s�1), rain (⇡ 0.4� 10 m s�1), and hail305

(⇡ 0.7�20 m s�1). In the GFDL MP, the mass-weighted terminal velocity is used fol-306

lowing Y. L. Lin et al. (1983), because the mass mixing ratio is the only prognostic mo-307

ment. Note that unlike most microphysical schemes, including earlier versions of the GFDL308

MP, the GFDL MP v3 includes sedimentation of cloud water.309

3.4 Microphysical Processes310

Since the PSDs are redefined, many cloud microphysical processes are reformulated311

accordingly to ensure an overall microphysical consistency and easily permit introduc-312

tions of new particle size distributions, microphysical processes, and multi-moment dis-313

tributions. Those cloud microphysical processes include accretion, evaporation, subli-314

mation, deposition, melting, and freezing derived initially based on the PSD.315
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including accretion, evaporation, sublimation/deposition, and freezing/melting, have been re-formulated to use 
the new PSD. This ensures microphysical consistency and easily permits introductions of new PSDs, microphysi-
cal processes, and multi-moment distributions. The details of these updates are described in the following subsec-
tion. Due to the introduction of the more realistic PSD and the reformation of many microphysical processes, the 
computational runtime of the microphysics scheme increases by about 20%, but only increases the total SHiELD 
runtime by about 2%. We feel this is an acceptable cost given the substantial skill improvements we describe 
below.

3.1. Particle Size Distribution (PSD)
The PSD describes the number concentration of a cloud particle as a function of the particle size. Common PSDs 
are mono-dispersed, exponential, gamma, or log-normal distribution (Straka, 2009). All cloud properties and 
cloud processes can then be computed by analytically integrating different products of the PSDs. In the GFDL 
MP v3, the PSD of each hydrometeor category is defined by a gamma distribution containing three parameters:

 (1)

where n0 (m −3−μ) is the intercept parameter, μ (unitless) is the spectral shape parameter, λ (m −1) is the slope 
parameter, and D (m) is the particle diameter. When the spectral shape parameter μ equals 1, the gamma distribu-
tion becomes an exponential distribution. In a single-moment bulk cloud microphysics scheme with prognostic 
mass specific ratio q (kg kg −1), the intercept parameter n0 and spectral shape parameter μ are predefined constants, 
while the slope parameter λ can be derived from n0, μ, and q. The values of n0 and μ for each hydrometeor cate-
gory of the GFDL MP v3 are listed in Table 1. Note that all hydrometeor categories are assumed as spherical 
particles in the GFDL MP.

The PSD depends on cloud content (ρq) or the mass specific ratio of cloud (q) through the slope parameter 
(λ, Equation B7). Figure 1 shows the particle size distributions used in the GFDL MP v3, including that cloud 
water droplet number, follows a gamma distribution while all other hydrometeor categories follow the exponen-
tial distribution. The particle numbers increase with cloud content increases at a fixed cloud diameter. Cloud 
water  droplets (Figures 1a and 1b) have sizes between 6 and 40 μm, with a peak droplet number at around 20 μm. 
Cloud water droplet number is three orders of magnitude less when the cloud water content drops from 10 g 
m −3 to 10 −4 g m −3. Following the exponential distribution, cloud ice particle number monotonically decreases 
as particle size increases (Figures 1c and 1d). The distributions of rain, snow, graupel, and hail particle numbers 
are similar (Figure  1e-1l), except that rain has the largest particle number while hail has the lowest particle 
number because rain (hail) has the highest (lowest) intercept parameter (n0). Rain, snow, graupel, and hail 
particle numbers approach zero at diameter between 2000 to 6000 μm, depending on the specific species and 
water content. Very high water contents are needed to produce non-negligible numbers of the largest particles. 

Cloud water Cloud ice Rain Snow Graupel Hail

n0 1.2 × 10 66 1 × 10 10 8 × 10 6 3 × 10 6 4 × 10 6 4 × 10 4

μ 11 1 1 1 1 1
ρ′ 1 × 10 3 9.17 × 10 2 1 × 10 3 1 × 10 2 4 × 10 2 9.17 × 10 2

α 3 × 10 7 11.72 842 4.8 40.74 61.68445
β 2 0.41 0.8 0.25 0.5 0.5
Deff 10–20 20–300 20–20,000 300–20,000 300–20,000 300–20,000
V 0–0.01 0–1 0–12 0–2 0–12 0–12
Note. The valid ranges of effective diameter (Deff, unit: × 10 −6 m) and terminal velocity (V, unit: m s −1) are at the bottom 
of this table. Parameters n0 and μ for cloud water, cloud ice, rain, snow, and graupel or hail are derived based on Martin 
et al. (1994), Fu (1996), Marshall and Palmer (1948), Gunn and Marshall (1958), and Houze et al. (1979) or Federer and 
Waldvogel (1975), respectively. Parameters α and β for cloud water, cloud ice, rain, snow, and graupel or hail follow Ikawa and 
Saito (1991), McFarquhar et al. (2015), Liu and Orville (1969), Straka (2009), and Pruppacher and Klett (2010), respectively.

Table 1 
The Intercept Parameter (n0, Unit: m −3−μ), Spectral Shape Parameter (μ, Unit: 1), Density of Hydrometeor Category (ρ′, 
Unit: kg m −3), Parameter α (Unit: m 1−β s −1) and β for Each Hydrometeor Category of the GFDL MP v3

Zhou et al. (2022)
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2 Evaporation, Sublimation, and Deposition (Byers 1965)
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Major Updates in GFDL MP v3: #4 Aerosol-baed CDNC

Cloud water to rain autoconversion (Manton and Cotton 1977):
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blue line in 2a) mostly lies between 10 and 20 μm in the cloud content between 10 −4 and 10 1 g m −3. However, the 
effective diameter of cloud water in GFDL MP v2 (dashed blue line in 2a) exhibits a larger gradient as a function 
of cloud content, leading to lower (higher) than the predefined range limit of cloud water effective diameter when 
there is little (much) cloud content. On the contrary, the gradient of cloud ice effective diameter in GFDL MP v2 
(dashed red line in 2a) is smaller compared with the one in GFDL MP v3 (solid red line in 2a) and mostly inside 
the predefined range limit. Since a smaller cloud effective diameter produces a stronger radiative effect and vice 
versa, these results indicate a stronger shortwave radiative effect and a weaker longwave radiative effect when 
there is little cloud content, while a weaker shortwave radiative effect and a stronger longwave radiative effect 
when there is much cloud content. As for the terminal velocity, although the cloud water in GFDL MP v3 (sold 
blue line in 2b) has a greater value, most of which is capped by the predefined 0.01 m s −1 upper bound. Since the 
terminal velocity of cloud water is very smaller compared to other hydrometeor categories, its impact on cloud 
prediction is neglectable. As for cloud ice, its terminal velocity in the GFDL MP v3 (solid red line in 2b) is about 
0.2 m s  − 1 larger than that in the GFDL MP v2 (dashed red line in 2b) in the cloud content between 10 −4 and 10 1 g 
m −3. The difference in cloud ice terminal velocity will change cloud ice content prediction and cloud ice-involved 
microphysical processes, for example, accretion, deposition, and melting.

3.2. Cloud Droplet Number Concentration (CDNC)
Among all microphysical processes, cloud water to rain autoconversion (Paut, unit: kg kg −1 s −1) follows Manton 
and Cotton (1977):
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Figure 2. (a) Effective diameter (Deff, unit: μm) and (b) terminal velocity (V, unit: m s −1) as a function of cloud content (ρq, unit: g m −3). Solids lines are Deff or V 
computed from PSD in the GFDL MP v3; dashed lines are those empirically diagnosed in the GFDL MP v2. Blue lines represent cloud water; red lines represent cloud 
ice. Blue shaded area is the range limit of Deff or V for cloud water; Red shared area is the range limit of Deff or V for cloud ice.

Here,  is the collection efficiency, 
 is the dynamic viscosity of air, 

 is the CDNC,  and  
are the critical mean cloud droplet radius and the mass mixing 
ratio respectively, and  is the Heaviside unit step function. 

Eaut = 0.5
ν = 1.717 × 10−5 m2 s−1

Nc (m−3) Rc = 10 × 10−6 m qc (kg kg−1)

H
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To comprehensively evaluate the cloud prediction, version 2 of COSP (Cloud Feedback Model Intercomparison 
Project Observation Simulator Package; Swales et  al.  (2018)) has been recently implemented into SHiELD. 
The COSP simulates the retrievals for several passive and active sensors by using the model data (e.g., cloud 
water content at model levels). Therefore, we can directly compare the output from COSP of SHiELD against 
CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation; Bodas-Salcedo et  al.  (2011), 
Chepfer et al. (2010)) cloud fraction product. The total column of cloud liquid water, rainwater, cloud ice water, 
and snow water from ERA5 is also used to evaluate the liquid and ice water paths predicted in SHiELD. Note 
that graupel is not included in ERA5. For both SHiELD and ERA5, the total column cloud liquid water and 
the rainwater are combined as the liquid water path, and the total column cloud ice water and the snow water 
are combined as the ice water path. The model's precipitation prediction is evaluated against the Integrated 
Multi-satellitE Retrievals for GPM (IMERG) product (Hong et al., 2004), which combines information from the 
Global Precipitation Measurement (GPM) satellite constellation to estimate precipitation over the majority of the 
Earth's surface.

Figure 3. Geographic distribution of (a) surface climatological cloud droplet number concentration (CDNC) (cm −3) calculated from Modern-Era Retrospective analysis 
for Research and Applications, version 2 (MERRA2), (b) the difference between the CDNC from MERRA2 and the fixed CDNC values used in the GFDL MP v2. 
Panel (c) is the vertical profiles of climatological CDNC from MERRA2 (solid) and fixed CDNC values used in the Geophysical Fluid Dynamics Laboratory cloud 
microphysics scheme (GFDL MP) v2 (dashed). Panel (d) is the seasonal cycle of climatological surface CDNC from MERRA2 (solid) and fixed CDNC values used 
in the GFDL MP v2 (dashed). Red lines represent CDNC in the land area, blue lines represent CDNC over the ocean. The shaded area is its standard deviation. The 
numbers in panels (a and b) are the global maximum, minimum, land mean, and ocean means of CDNC.
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Here, Eaut = 0.5 is the collection efficiency, υ = 1.717 × 10 −5 m 2 s −1 is the dynamics viscosity of air, Nc (m −3) is 
the CDNC, Rc = 10 × 10 −6 m and qc (kg kg −1) are the critical mean cloud droplet radius and the mass mixing ratio 
respectively, and H is the Heaviside unit step function. Based on this equation, with the increase of Nc, the rate of 
the cloud water to rain autoconversion decreases, resulting in more cloud water and less rain, and vice versa. The 
GFDL MP does not explicitly perform droplet activation but instead directly uses the pre-calculated CDNC (Nc). 
For simplicity, the GFDL MP v2 only used two single fixed values of Nc over the land (300 cm −3; Tripoli and 
Cotton (1980)) and over the ocean (100 cm −3; Rotstayn (1997)), that the aerosol-related microphysical processes 
and the aerosol-cloud interactions cannot be properly represented.

In the GFDL MP v3, the aerosol data in the Modern-Era Retrospective analysis for Research and Applications, 
version 2 (MERRA2) (Rienecker et al., 2011) from the National Aeronautics and Space Administration (NASA) 
Goddard Earth Science Data Information and Services Center (GES DISC) is adopted. This aerosol product is 
one of the reanalyzes from the Goddard Earth Observing System Model, Version 5 (GEOS-5) data assimilation 
system (Gelaro et al., 2017; Randles et al., 2017). We combined the 3-hourly aerosol data from 2015 to 2020 to 
create a 12-month climatological data set consisting of 72 vertical levels from the surface to about 1.3 Pa at the 
top. The horizontal resolution is 0.5 by 0.625°. The species of sulfate, which is a subset of MERRA2 aerosol, is 
converted to CDNC using Boucher and Lohmann (1995)'s formula:

!" =

⎧
⎪
⎨
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102.24
(
109#$%

)0.257
× 106 land,
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(
109#$%

)0.480
× 106 ocean.

 (4)

where qa (unit: kg kg −1) is the mass specific ratio of sulfate aerosol from MERRA2.

Figures 3a and 3b show the geographic distribution of surface climatological CDNC derived from MERRA2 and 
its difference from the values used in the GFDL MP v2 (300 and 100 cm −3 over the land and the ocean, respec-
tively). In most of the land area except for southeastern China and northern India, the CDNC from MERRA2 is 
below 300 cm −3. The CDNC in Antarctica is below 100 cm −3. Over most of the ocean area except for the offshore 
of Asia and Europe, the east coast of North America, and the northern Pacific Ocean, the CDNC from MERRA2 
is below 100 cm −3. Only the CDNC around the offshore of China and India can reach above 300 cm −3. The above 
comparison indicates that the fixed values of CDNC used in the GFDL MP v2 are substantially overestimated in 
most areas of the globe. Besides the horizontal variability, the MERRA2 CDNC also changes vertically and with 
seasonal variation. Figure 3c shows that the vertical mean distributions and ranges are decreasing with height, 
and the values are much smaller than the fixed values used in the GFDL MP v2. The CDNC in the land is only 
about 150 cm −3 near the surface, and it could be lower than 100 cm −3 above 500 hPa. The CDNC over the ocean is 
generally half value or less than the fixed value of 100 cm −3. From Figure 3d, we can see that the maximum (mini-
mum) surface CDNC shows in the winter (summer) regardless of surface type. Noticeable seasonal variation is 
found in the Amazon Basin, Europe, India, East Asia and its surrounding ocean, and over the Southern Ocean 
(see Figure S1 in Supporting Information S1). The impact of the seasonal cycle of CDNC on weather prediction 
will be discussed in the following sections.

4. Model Setup and Experiments
In order to demonstrate the impact of the GFDL MP upgrade, we evaluate a suite of 10-day weather predictions 
using SHiELD. These predictions are initialized from the operational GFS v15 analyses every five days from 25 
June 2019 to 17 March 2021 (124 individual 10-day forecasts). The current version of SHiELD does not include 
data assimilation, so the initial conditions are from the operational GFS analysis. The ERA5 reanalysis (Hersbach 
et al., 2020) is then used for the global weather prediction evaluation. ERA5 is produced using 4D-Var data assim-
ilation and model forecasts in CY41R2 of the ECMWF IFS, with 137 hybrid sigma/pressure (model) levels in the 
vertical and the top-level at 0.01 hPa. Here the 31-km 6-hourly ERA5 datasets at the pressure levels of 100, 200, 
250, 500, 700, 850, and 1000 hPa are used to represent the weather and atmospheric condition from Tropopause 
to the surface. Here we focus on geopotential height, air temperature, and specific humidity, which are used to 
demonstrate the model's capability for large-scale weather prediction.

Here,  is the mass specific ratio of sulfate aerosol 
from MERRA2.

qa (kg kg−1)

The species of sulfate, which is a subset of MERRA2 aerosol, is 
converted to CDNC using Boucher and Lohmann (1995)’s 
formula: 
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To comprehensively evaluate the cloud prediction, version 2 of COSP (Cloud Feedback Model Intercomparison 
Project Observation Simulator Package; Swales et  al.  (2018)) has been recently implemented into SHiELD. 
The COSP simulates the retrievals for several passive and active sensors by using the model data (e.g., cloud 
water content at model levels). Therefore, we can directly compare the output from COSP of SHiELD against 
CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation; Bodas-Salcedo et  al.  (2011), 
Chepfer et al. (2010)) cloud fraction product. The total column of cloud liquid water, rainwater, cloud ice water, 
and snow water from ERA5 is also used to evaluate the liquid and ice water paths predicted in SHiELD. Note 
that graupel is not included in ERA5. For both SHiELD and ERA5, the total column cloud liquid water and 
the rainwater are combined as the liquid water path, and the total column cloud ice water and the snow water 
are combined as the ice water path. The model's precipitation prediction is evaluated against the Integrated 
Multi-satellitE Retrievals for GPM (IMERG) product (Hong et al., 2004), which combines information from the 
Global Precipitation Measurement (GPM) satellite constellation to estimate precipitation over the majority of the 
Earth's surface.

Figure 3. Geographic distribution of (a) surface climatological cloud droplet number concentration (CDNC) (cm −3) calculated from Modern-Era Retrospective analysis 
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numbers in panels (a and b) are the global maximum, minimum, land mean, and ocean means of CDNC.
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To comprehensively evaluate the cloud prediction, version 2 of COSP (Cloud Feedback Model Intercomparison 
Project Observation Simulator Package; Swales et  al.  (2018)) has been recently implemented into SHiELD. 
The COSP simulates the retrievals for several passive and active sensors by using the model data (e.g., cloud 
water content at model levels). Therefore, we can directly compare the output from COSP of SHiELD against 
CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation; Bodas-Salcedo et  al.  (2011), 
Chepfer et al. (2010)) cloud fraction product. The total column of cloud liquid water, rainwater, cloud ice water, 
and snow water from ERA5 is also used to evaluate the liquid and ice water paths predicted in SHiELD. Note 
that graupel is not included in ERA5. For both SHiELD and ERA5, the total column cloud liquid water and 
the rainwater are combined as the liquid water path, and the total column cloud ice water and the snow water 
are combined as the ice water path. The model's precipitation prediction is evaluated against the Integrated 
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Significant improvements: geopotential height, cloud water, cloud ice, snow, relative humidity, cloud fraction, radiative fluxes
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Table 2 listed all experiments done for this study. OLD used GFDL MP v2 
with constant CDNCs over the land and ocean respectively and the original 
PSD for all hydrometeor categories. CTRL used GFDL MP v3 with the same 
PSD and CDNC as OLD. The comparison between CTRL and OLD shows 
the impact of code updates and scientific updates described in Appendix A. 
In the following section, CTRL is used as a reference to evaluate the weather 
prediction skill of the GFDL MP v3. In particular, CTRL is compared 
against simulations with the more realistic PSD of cloud water and cloud 
ice (CPSD), a time-and-space varying climatological background aerosol for 
CDNC calculation (AERO), and simulations with both (CPSD_AERO).

5. Model Verification
Figure 4 shows a straightforward comparison between OLD and CTRL on a 
scorecard. It shows that CTRL has significantly higher anomaly correlation 

coefficients (ACCs) of geopotential height at most pressure levels up to 7 days of forecast. The reduction of 
geopotential height bias from OLD to CTRL is significant throughout the 10 days of forecast. Although the ACCs 
of CTRL are lower than those of OLD after day seventh, this difference is insignificant. The above improve-
ment of geopotential height prediction (higher ACC of geopotential height) is encouraging for the development 

of SHiELD because it indicates a general improvement of the atmospheric 
circulation and heating in the Troposphere, which is closely related to our 
daily weather. It is also found in Figure 4 that the temperature prediction of 
CTRL is generally better than OLD. Still, the ACCs are higher in the first few 
days and lower in the eight to 10-day forecast, while the bias is significantly 
reduced during the entire 10-day forecast. Unfortunately, temperature predic-
tion at 500 hPa and 1000 hPa are degraded in CTRL (shown as lower ACCs 
and larger biases). Further analyses on the 10-day temperature evolution and 
its 10-day averaged geographical distribution (see supplemental Figures S2 
and S3 in Supporting Information S1) show a globally warm bias at 500 hPa 
and 1000 hPa. Since CTRL predicts a generally warmer Troposphere than 
OLD and the 500 hPa and 1000 hPa temperature in OLD already have a posi-
tive bias, the additional warming further increases the positive bias at these 
two pressure levels. From the scorecard, the specific humidity prediction is 
generally better in the upper Troposphere but worse in the lower Troposphere 
when comparing CTRL to OLD. However, compared to the magnitude and 
variation of specific humidity during the 10 days of forecasts, their differ-
ence at the lower Troposphere is relatively small and could be negligible (see 
Figures S2 and S3 in Supporting Information S1).

Figure 5 shows the cloud fraction comparison between model prediction and 
CALIPSO observation. In Figure 5e, we can see that OLD predicts similar 
geographical distribution and magnitude of high cloud fraction as CALIPSO. 
The predicted global mean high cloud fraction is slightly smaller than that of 
the CALIPSO (with a bias of −0.006). As shown in Figure 5i, the global mean 
bias further reduces to 0.001 (positive) in CTRL, but the root-mean-square 
error (RMSE) remains the same (0.103). It can be found in the high cloud 
fraction difference panel (Figure 5m) that there is a significant difference in 
high cloud fraction over the tropics ocean area. Different from the high cloud 
fraction, both middle and low cloud fractions are under-predicted in either 
OLD or CTRL (Figure 5f, 5g, 5j and 5k). As shown in Figures 5f and 5j, 
the predicted middle cloud fraction is consistently lower in the model than 
CALIPSO, with a maximum reduction of cloud fraction in Southern Amer-
ica (also see Figure S4 in Supporting Information S1). Comparing OLD and 
CTRL, the upgrade of GFDL MP only improves some of the middle cloud 

Experiment New PSD a New CDNC b GFDL MP

OLD v2
CTRL v3
CPSD × v3
AERO × v3
CPSD_AERO × × v3
 agamma distribution for cloud water and exponential distribution for cloud 
ice.  bCDNC are calculated from climatological aerosol.

Table 2 
List of Experiments in This Study

Figure 4. The scorecard showing the comparisons between the Geophysical 
Fluid Dynamics Laboratory cloud microphysics scheme (GFDL MP) 
v3 (CTRL) and the GFDL MP v2 (OLD) in each meteorological field. 
Improvements (degradation) from CTRL are indicated in red (blue) squares, 
for example, higher (lower) anomaly correlation coefficient (ACC) or less 
(larger) bias. Darker colors mean the difference passes the 95% significance 
level. Square boxes in each grid cell from left to right are for the forecasts 
from day 1 to day 10. The letters h, t, and qv to the left represent geopotential 
height, temperature, and specific humidity, respectively, at pressure levels of 
100, 200, 250, 500, 700, 850, and 1000 hPa.

Zhou et al. (2022)

• New PSD improves low and total cloud fraction prediction


• New CDNC improves middle and high cloud fraction prediction


• New PSD + new CDNC improves low, middle, and high cloud fraction 

prediction.
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Figure 8. From left to right are the 10-day evolution of (a and e) high, (b and f) middle, (c and g) low, and (d and h) total cloud fractions of (blue) CTRL, (orange) 
CPSD, (green) AERO, and (red) CPSD_AERO. Top row is root mean square error (unit: 1); bottom row is bias (unit: 1). The shaded area is the area with a 95% 
significant difference to CTRL.

Figure 9. From left to right are the 10-day evolution of (a and d) liquid water path, (b and e) ice water path, and (c and f) precipitation of (blue) CTRL, (orange) CPSD, 
(green) AERO, and (red) CPSD_AERO. Top row is root mean square error (unit: g m −2); bottom row is bias (unit: g m −2). The shaded area is the area with a 95% 
significant difference to the CTRL.
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community through the UFS. Compared with the GFDL MP v2, the GFDL MP v3 is featured with the following 
upgrades: (a) the code has been reorganized, optimized, and modularized into functions; (b) the particle size 
distribution (PSD) used in the scheme for all five hydrometeor categories are redefined as gamma or expo-
nential distribution; (c) particle concentration, effective diameter, optical extinction, mass specific ratio, radar 
reflectivity factor, and terminal velocity are all redefined based on the new distributions; (d) accretion, evap-
oration, sublimation, deposition, melting, and freezing microphysical processes are all reformulated based on 
the new distributions; (e) constant cloud droplet number concentration (CDNC) is replaced with that calculated 
from climatological aerosols in the Modern-Era Retrospective analysis for Research and Applications, version 2 
(MERRA2). The GFDL MP v3 ensures an overall microphysical consistency and easily permits the future intro-
duction of new PSDs, microphysical processes, and multi-moment distributions.

The impacts of the GFDL MP upgrade item 1) on global weather, cloud, and precipitation predictions in SHiELD 
are comprehensively evaluated. The comparisons between the two sets of experiments show that GFDL MP v3 
significantly improves the geopotential height prediction up to 7 days in term of anomaly correlation coefficient 
(ACC) and throughout 10-day forecast in term of bias, which indicates general improvement of the atmospheric 
circulation and heating in the Troposphere. The temperature prediction is generally better in GFDL MP v3 than in 
GFDL MP v2. The specific humidity prediction is better in GFDL MP v3 than GFDL MP v2 in the upper Trop-
osphere but worse in the lower Troposphere. High, middle, and total cloud fractions predictions are improved in 
GFDL MP v3. Low cloud fraction prediction degrades in GFDL MP v3, but liquid water path prediction improves 
substantially. There is a minor change in the ice water path and precipitation prediction from GFDL MP v2 and 
GFDL MP v3. It is believed that the noticed degradation could be improved with further model development.

Figure 10. From left to right are the root-mean-square error (RMSE) difference of (a–d) 500 hPa geopotential height and (e–h) 700 hPa temperature forecasts between 
AERO and CTRL in (a,e) winter (DJF: December, January, February), (b and f) spring (MAM: March, April, May), (c and g) summer (JJA: June, July, August), and 
(d and h) fall (SON: September, October, November). Blue/orange bars are the RMSE difference; blue bars depict negative values while orange bars depict positive 
values; black lines indicate the 95% significance levels; numbers under the blue bars are the values of the RMSE difference in the first 4-day forecast. Negative RMSE 
difference means AERO is better than CTRL in the forecast, and vice verses. RMSE difference inside the 95% significance levels means the difference is insignificant, 
and vice verses.
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Table 2 listed all experiments done for this study. OLD used GFDL MP v2 
with constant CDNCs over the land and ocean respectively and the original 
PSD for all hydrometeor categories. CTRL used GFDL MP v3 with the same 
PSD and CDNC as OLD. The comparison between CTRL and OLD shows 
the impact of code updates and scientific updates described in Appendix A. 
In the following section, CTRL is used as a reference to evaluate the weather 
prediction skill of the GFDL MP v3. In particular, CTRL is compared 
against simulations with the more realistic PSD of cloud water and cloud 
ice (CPSD), a time-and-space varying climatological background aerosol for 
CDNC calculation (AERO), and simulations with both (CPSD_AERO).

5. Model Verification
Figure 4 shows a straightforward comparison between OLD and CTRL on a 
scorecard. It shows that CTRL has significantly higher anomaly correlation 

coefficients (ACCs) of geopotential height at most pressure levels up to 7 days of forecast. The reduction of 
geopotential height bias from OLD to CTRL is significant throughout the 10 days of forecast. Although the ACCs 
of CTRL are lower than those of OLD after day seventh, this difference is insignificant. The above improve-
ment of geopotential height prediction (higher ACC of geopotential height) is encouraging for the development 

of SHiELD because it indicates a general improvement of the atmospheric 
circulation and heating in the Troposphere, which is closely related to our 
daily weather. It is also found in Figure 4 that the temperature prediction of 
CTRL is generally better than OLD. Still, the ACCs are higher in the first few 
days and lower in the eight to 10-day forecast, while the bias is significantly 
reduced during the entire 10-day forecast. Unfortunately, temperature predic-
tion at 500 hPa and 1000 hPa are degraded in CTRL (shown as lower ACCs 
and larger biases). Further analyses on the 10-day temperature evolution and 
its 10-day averaged geographical distribution (see supplemental Figures S2 
and S3 in Supporting Information S1) show a globally warm bias at 500 hPa 
and 1000 hPa. Since CTRL predicts a generally warmer Troposphere than 
OLD and the 500 hPa and 1000 hPa temperature in OLD already have a posi-
tive bias, the additional warming further increases the positive bias at these 
two pressure levels. From the scorecard, the specific humidity prediction is 
generally better in the upper Troposphere but worse in the lower Troposphere 
when comparing CTRL to OLD. However, compared to the magnitude and 
variation of specific humidity during the 10 days of forecasts, their differ-
ence at the lower Troposphere is relatively small and could be negligible (see 
Figures S2 and S3 in Supporting Information S1).

Figure 5 shows the cloud fraction comparison between model prediction and 
CALIPSO observation. In Figure 5e, we can see that OLD predicts similar 
geographical distribution and magnitude of high cloud fraction as CALIPSO. 
The predicted global mean high cloud fraction is slightly smaller than that of 
the CALIPSO (with a bias of −0.006). As shown in Figure 5i, the global mean 
bias further reduces to 0.001 (positive) in CTRL, but the root-mean-square 
error (RMSE) remains the same (0.103). It can be found in the high cloud 
fraction difference panel (Figure 5m) that there is a significant difference in 
high cloud fraction over the tropics ocean area. Different from the high cloud 
fraction, both middle and low cloud fractions are under-predicted in either 
OLD or CTRL (Figure 5f, 5g, 5j and 5k). As shown in Figures 5f and 5j, 
the predicted middle cloud fraction is consistently lower in the model than 
CALIPSO, with a maximum reduction of cloud fraction in Southern Amer-
ica (also see Figure S4 in Supporting Information S1). Comparing OLD and 
CTRL, the upgrade of GFDL MP only improves some of the middle cloud 

Experiment New PSD a New CDNC b GFDL MP

OLD v2
CTRL v3
CPSD × v3
AERO × v3
CPSD_AERO × × v3
 agamma distribution for cloud water and exponential distribution for cloud 
ice.  bCDNC are calculated from climatological aerosol.

Table 2 
List of Experiments in This Study

Figure 4. The scorecard showing the comparisons between the Geophysical 
Fluid Dynamics Laboratory cloud microphysics scheme (GFDL MP) 
v3 (CTRL) and the GFDL MP v2 (OLD) in each meteorological field. 
Improvements (degradation) from CTRL are indicated in red (blue) squares, 
for example, higher (lower) anomaly correlation coefficient (ACC) or less 
(larger) bias. Darker colors mean the difference passes the 95% significance 
level. Square boxes in each grid cell from left to right are for the forecasts 
from day 1 to day 10. The letters h, t, and qv to the left represent geopotential 
height, temperature, and specific humidity, respectively, at pressure levels of 
100, 200, 250, 500, 700, 850, and 1000 hPa.

Zhou et al. (2022)• New CDNC significantly improves H500 and T700 prediction in the first 3 days for all seasons.
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To comprehensively evaluate the cloud prediction, version 2 of COSP (Cloud Feedback Model Intercomparison 
Project Observation Simulator Package; Swales et  al.  (2018)) has been recently implemented into SHiELD. 
The COSP simulates the retrievals for several passive and active sensors by using the model data (e.g., cloud 
water content at model levels). Therefore, we can directly compare the output from COSP of SHiELD against 
CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation; Bodas-Salcedo et  al.  (2011), 
Chepfer et al. (2010)) cloud fraction product. The total column of cloud liquid water, rainwater, cloud ice water, 
and snow water from ERA5 is also used to evaluate the liquid and ice water paths predicted in SHiELD. Note 
that graupel is not included in ERA5. For both SHiELD and ERA5, the total column cloud liquid water and 
the rainwater are combined as the liquid water path, and the total column cloud ice water and the snow water 
are combined as the ice water path. The model's precipitation prediction is evaluated against the Integrated 
Multi-satellitE Retrievals for GPM (IMERG) product (Hong et al., 2004), which combines information from the 
Global Precipitation Measurement (GPM) satellite constellation to estimate precipitation over the majority of the 
Earth's surface.

Figure 3. Geographic distribution of (a) surface climatological cloud droplet number concentration (CDNC) (cm −3) calculated from Modern-Era Retrospective analysis 
for Research and Applications, version 2 (MERRA2), (b) the difference between the CDNC from MERRA2 and the fixed CDNC values used in the GFDL MP v2. 
Panel (c) is the vertical profiles of climatological CDNC from MERRA2 (solid) and fixed CDNC values used in the Geophysical Fluid Dynamics Laboratory cloud 
microphysics scheme (GFDL MP) v2 (dashed). Panel (d) is the seasonal cycle of climatological surface CDNC from MERRA2 (solid) and fixed CDNC values used 
in the GFDL MP v2 (dashed). Red lines represent CDNC in the land area, blue lines represent CDNC over the ocean. The shaded area is its standard deviation. The 
numbers in panels (a and b) are the global maximum, minimum, land mean, and ocean means of CDNC.



Gibbs-ringing-type noise, while Stretched_G simula-
tions show a broadly improved representation of small-
scale orographic precipitation details compared to the 
13-km simulations (Figs. 3d,e). However, the fvGFS, 
especially the locally high-resolution stretched-grid 
version, underestimates the precipitation along the west 
coast of Oregon and overestimates the precipitation 
along the Cascade Mountains (Figs. 3d,e). This bias 
has been widely documented in the literature for other 
numerical models (Mass et al. 2002, and references 
therein). To better predict the orographic precipitation, 
a subgrid terrain-adjusted cloud microphysics param-
eterization may be required (Leung and Ghan 1998).

Quantitative precipitation forecast. The quantitative 
precipitation forecast skill over the CONUS region is 
computed for all 145 five-day forecasts and presented 
in Fig. 4. For the first 1–3-day forecast period, the 
ETS (higher values indicate greater skill; with 1.0 rep-
resenting a perfect forecast) for the GFS peaks at the 
2 mm day–1 threshold (Fig. 4a) and gradually decreases 
in skill for more intense (and rarer) precipitation events 

(solid line). The prediction of light precipitation (less 
than 2 mm day–1) in the GFS is relatively less skillful. 
Compared to the GFS, Uniform_ZC and Stretched_G 
show distinctively higher ETS for the 1–3-day forecasts, 
with Stretched_G exhibiting the highest ETS for light 
precipitation. The improvement of light precipitation 
in Stretched_G is possibly due to the use of the GFDL 
cloud microphysics, which results in a more consistent 
dynamics–physics coupling (see the appendix).

Figures 4b and 4c show the differences in ETS 
between the two fvGFS versions and the GFS. Com-
pared to the GFS, Uniform_ZC displays significantly 
higher ETS from the 0.2 to 35 mm day–1 precipitation 
thresholds during the first 1–3-day forecast period 
(Fig. 4b), indicating that Uniform_ZC is notably 
better in the prediction of light to moderate precipita-
tion in a short-term forecast period. For the 4–5-day 
forecasts, Uniform_ZC still presents higher ETS 
than the GFS (Fig. 4c), but the difference between 
them is insignificant except for the light precipitation 
(0.2 mm day–1). After grid stretching and updating to 
GFDL MP, Stretched_G increases ETS for both light 

FIG. 3. Geographical distribution of 145-case averaged precipitation rate (mm day–1): (a) Stage IV observations, 
(c) GFS, (d) Uniform_ZC, and (e) Stretched_G. (b) Terrain elevation ranging from 0 (green) to 3,800 m (brown).
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the intense diurnal am-
plitude over Florida and 
the coast of Louisiana, but 
it fails to produce the in-
tense diurnal amplitude 
over other coastal areas 
along the Gulf of Mexico. 
The GFS also spuriously 
produces an extreme and 
noisy diurnal amplitude 
over the western CONUS 
and along the Appalachians 
(Fig. 5f). By contrast, Uni-
form_ZC underestimates 
the diurnal amplitude for 
the southeastern CONUS 
(Fig. 5g). Its maximum 
d iu r n a l  pre c ipi t a t ion 
amplitude is lower than 
8 mm day–1. Af ter grid 
stretching and updating to 
GFDL MP, Stretched_G en-
hances the diurnal ampli-
tude to above 10 mm day–1 
along the coast of the Gulf 
of Mexico and over Florida 
(Fig. 5h). However, the di-
urnal amplitude of precipi-
tation in Stretched_G is still 
too weak compared with 
the Stage IV observations.

The probability distribution function of precipitation. 
The southern Great Plains region (SGP; 30°–40°N, 
105°–90°W) experiences the most thunderstorms, 
tornadoes, and other severe weather in the United 
States (Grams et al. 2012). By analyzing the probability 
distribution of precipitation in the SGP (Fig. 6), the 
predicted heavy precipitation in Stretched_G is found 
to be remarkably close to the Stage IV observations. 
Both the GFS and Uniform_ZC produce substantially 
less heavy precipitation compared to observations, 
and the two models fail to produce precipitation rates 
higher than 500 mm day–1 in the first 6 h, 250 mm day–1 
in the first 24 h, and 125 mm day–1 in the first 72 h. 
Both versions of the fvGFS are better able to produce 
intense precipitation rates during the first six hours of 
the forecast compared to the operational GFS (Fig. 6a), 
indicating a very rapid spinup from the GFS initial 
conditions. Stretched_G in particular shows very rapid 
adjustment from the relatively low-resolution 13-km 
hydrostatic GFS initial conditions to agree well with 
the observed probability distribution.

CONVECTIVE-SCALE PREDICTION: CASE 
STUDIES. Examples of prediction of specific 
weather events are provided to demonstrate the con-
vection-permitting capability of the fvGFS. This sec-
tion investigates two different cases: a squall line on 
1 May 2017 and Hurricane Harvey on 25 August 2017. 
The two forecasts are initialized at 0000 UTC 1 May 
2017 and 25 August 2017, respectively. The model 
predicted composite radar reflectivity is diagnosed 
using Stoelinga’s (2005) algorithms in Stretched_G. 
Since the ZC MP has no prognostic precipitation, 
simulated reflectivity is not available for the GFS or 
the Uniform_ZC.

On 1 May 2017, a squall line with associated 
strong convection developed in the Great Plains 
area and propagated toward the east coast of the 
United States. Figure 7a shows the observed major 
squall line at 0900 UTC 1 May 2017. The 9-h forecast 
of Stretched_G produces a band of intense radar 
reflectivity extending from Kentucky into the Gulf 
of Mexico that agrees well with the observations 

FIG. 6. Probability distribution function (PDF, %) of (a) first 6-h, (b) first 24-h, 
and (c) first 72-h mean precipitation rate (mm day–1) over SGP as obtained 
from 145-case Stage IV (black) observations, and GFS (green), Uniform_ZC 
(blue), and Stretched_G (red) forecasts.
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(Fig. 5c). However, over the northern part of the 
central CONUS, the peak time of precipitation for 
Stretched_G is 3–6 h earlier than observed, indicating 
that Stretched_G still struggles with representing the 
self-propagating, diurnally driven convection. Note 
that the cumulus convective scheme configured for 
the 13-km GFS is still applied in Stretched_G globally. 
Previous studies (Davis et al. 2003; Clark et al. 2007) 
show that cumulus parameterization schemes tend 

to reduce the representation of precipitation’s diurnal 
cycle. In the future, a scale-aware convective scheme 
will be considered to address this issue.

The diurnal amplitude of observed precipitation 
in Fig. 5e shows that the peak precipitation is stron-
ger than 10 mm day–1 along the coast of the Gulf of 
Mexico as well as over Florida. The diurnal amplitude 
decreases from the southeastern CONUS to the north-
ern and western CONUS region. The GFS reproduces 

FIG. 5. (a)–(d) Diurnal phase (LST) and (e)–(h) diurnal amplitude (mm day–1) of the precipitation over CONUS 
as obtained from (a),(e) Stage IV; (b),(f) GFS; (c),(g) Uniform_ZC; and (d),(h) Stretched_G. RMSEs over the 
CONUS and the western, central, and eastern regions for each simulation are at the right bottom corner of 
the panels. The white lines in (a)–(d) are the boundaries of western, central, and eastern CONUS regions at 
103° and 87.5°W.
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Application of GFDL Microphysics in Variable-resolution SHiELD

MODEL AND METHODS. The fvGFS model, 
which couples the FV3 dynamical core to the com-
mon GFS physics package, was initially developed 
during the NGGPS phase II for the evaluation of 
dynamical cores under a wide range of realistic 
atmospheric initial conditions. Since mid-2016, the 
13-km uniform-resolution version of the fvGFS has 
been running in real time at GFDL. The forecast 
characteristics of the fvGFS, with a focus on tropi-
cal cyclone prediction, have been described in Chen 
et al. (2019) with refinement to convective scales 
reported in Hazelton et al. (2018a,b).

The FV3 in fvGFS uses the “vertically Lagrang-
ian” dynamics of Lin (2004) extended with the 
nonhydrostatic pressure gradient computation of 
Lin (1997) and a semi-implicit solver for vertically 
propagating sound waves, discretized on the cubed-
sphere grid of Putman and Lin (2007). The explicit 
version of the vertically Lagrangian nonhydrostatic 

discretization is described 
in Chen et al. (2013) within 
an unstaggered grid. GFS 
physical parameterizations 
include simplified Araka-
wa–Schubert (SAS) shallow 
and deep convection (Han 
and Pan 2011), Zhao–Carr 
gridscale condensation and 
precipitation (Zhao and 
Carr 1997), orographic and 
convective gravity wave 
drag (Chun and Baik 1994; 
Kim and Arakawa 1995; 
K im and Doyle 2005), 
boundary layer vertical 
diffusion (Han et al. 2016), 
and the Rapid Radiative 
Transfer Model (RRTM; 
Clough et al. 2005). The 
Noah land surface model 
(Ek et al. 2003) provides 
land surface interactions. 
Initialization of the atmo-
sphere, land, and sea sur-
face temperatures is taken 
directly (i.e., cold started) 
from the NCEP operational 
global model analyses.

In this study, the fvGFS 
model was initially built 
on a 13-km (quasi) uni-
form global grid (Fig. 1a), 
and subsequently devel-

oped on the same grid stretched by a factor of 3, cen-
tered in the United States at Oklahoma City (35.4°N, 
97.6°W; Fig. 1b). In the stretched-grid configuration, 
horizontal grid spacing varies smoothly from 4 km 
over the CONUS to 45 km at the antipodal point 
over the Indian Ocean. This deformation has the 
same number of grid cells as the 13-km uniform 
grid. A horizontal resolution of 4 km is considered 
to be convection permitting, that is, the resolution 
at which the model starts to resolve convection, as 
summarized by Prein et al. (2015, and references 
therein).

Initially, both the uniform-grid and stretched-grid 
fvGFS use the same parameters except for the time 
steps. For the 13-km uniform grid (Uniform_ZC in 
Table 1), the acoustic time step is 18.75 s, and the dy-
namics and physics time steps are both 150 s. For the 
4–45-km stretched grid (Stretched_ZC in Table 1), 
5-, 25-, and 75-s time steps are used, owing to the 

FIG. 1. Local gridcell widths (shading, units: km, estimated as the square 
root of the cell area) in fvGFS configurations. (a) (quasi) Uniform grid and 
(b) stretched grid centered at Oklahoma City. The maximum and minimum 
values (units: km) of the gridcell widths are in the header of each panel. Thick 
lines are the boundaries of cubed-sphere tiles, and thin lines are the boundar-
ies of grid cells (plotted every 128 × 128 cells).
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High-resolution CONUS, 4-45 km SHiELD

West CONUS orographic precipitation

Precipitation PDF at the southern Great Plain region Precipitation peak time and amplitude

• High-resolution enables convective-scale prediction

• GFDL Microphysics is capable of predicting intense 

precipitation, and it handles the diurnal cycle well

Zhou et al. (2019)
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The difference between the two experiments (Figure 1c) indicates that in the 4 K run, the ocean becomes more 
favorable for intense convection, which is also shown in Figure 1d. For the same vertical velocity, the 4 K run 
always has a larger frequency difference between the land and the ocean than the control run does, except in the 
poorly sampled high-wmax tail.

Over land, the impact of the increased SST on the frequency of intense convection varies between regions. 
Figure 1c shows that significant increases are simulated in the northern Midwest of the US, the Rio de la Plata 
Basin, Bangladesh, northern India, and eastern China. In contrast, significant decreases are observed in the south-
eastern US, Amazon Basin, west Eurasia, Congo Basin, and South Asia. These regional differences are associated 
with the planetary-scale circulation response to the warmed SST, which will be discussed later.

Note that no CO2 increase has been imposed in the 4 K experiment. The lack of a CO2 direct radiative effect may 
be responsible for the shift of intense convection occurrence from the land to the ocean as shown in Figures 1c 
and 1d. A realistic corresponding CO2 increase would reduce surface longwave cooling, reduce the sea-land 
temperature contrast, and move intense convection back over land. We plan to explore these effects using simu-
lations with perturbed CO2 in the future.

Figure 2 shows the seasonal distribution of the difference in intense convection frequency between the two exper-
iments. Intense convection frequencies over the ocean in the 4 K run increase significantly in all seasons, show-
ing that the warmer SST enhances intense convection development over the ocean, which is consistent with the 
annual difference (Figure 1c). The seasonality reflects the climatological shift of the Intertropical Convergence 
Zone and the variability of warm ocean currents. Over land, in contrast, the seasonal variability can be gener-
alized in terms of the warm season and the cold season. The warm season is defined as the period between 
March-August in the North Hemisphere (NH) and September-December in the South Hemisphere (SH). The 

Figure 1. Annual frequency of intense convection for (a) 4 K and (b) Control. (c) Difference between 4 K and Control. (d) Histogram of wmax over the ocean versus 
over the land. Cheng et al. (2022)

In warming scenario:

• The annual occurrence of intense convection increases by 21%

• The most extreme vertical velocities increase by about 20%

• The ocean becomes more favorable for intense convection

• Intense continental convection moves poleward
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Year-long global storm prediction:

• More cyclonic rotations appear farther away from the equator

• More rotations are in the subtropics & mid-latitudes in intense updrafts



Microphysics Development for C-SHiELD

Microphysics Updates:

1. Condensation and evaporation are done at the last cycle of vertical remapping —> reduce intense and fast moving organized convections

2. Saturation adjustment is added to the end of all physical parameterizations —> reduce supersaturation

Courtesy of Kai-Yuan Cheng
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Microphysics Development for C-SHiELD

Microphysics Updates:

1. Condensation and evaporation are done at the last cycle of vertical remapping —> reduce intense and fast moving organized convections

2. Saturation adjustment is added to the end of all physical parameterizations —> reduce supersaturation

Courtesy of Kai-Yuan Cheng

Split GFDL MP Inline GFDL MP Inline GFDL MP + Saturation Adjustment

SAD: Saturation Adjustment Delay



S.-J. Lin (retired) and the GFDL FV3 Team (now)
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F
rom below the conference table 

comes the thrum of incoming 

phone alerts. The new weather 

forecast has rolled in, and the cli-

mate scientists, even though it’s 

not typically their business, dig 

out their phones to look: snow 

tomorrow—hardly unusual for 

early February in Princeton, New 

Jersey. But the weather models have the 

storm breaking severe, dumping a foot or 

more. A snow day seems likely. 

Across the table at the Geophysical Fluid 

Dynamics Laboratory (GFDL), Shian-Jiann 

“S. J.” Lin is not convinced. He is the mas-

ter of 20,000 lines of computer code that 

divide the atmosphere into boxes and, with 

canny accuracy, solve the equations that 

describe how air swirls around the globe. 

For decades, Lin’s program has powered 

the long-term simulations of many cli-

mate models, including GFDL’s—one of the 

crown jewels of the U.S. National Oceanic 

and Atmospheric Administration (NOAA). 

Now, Lin’s domain is expanding to a differ-

ent side of NOAA: the short-term weather 

forecasts of the National Weather Service 

(NWS). By 2018, Lin’s program will be pow-

ering a unified system for both climate and 

weather forecasting, one that could predict 

conditions tomorrow, or a century from 

now—and do it faster and better than cur-

rent models. His work will soon be guiding 

mayors planning not just for snow plows, 

but also rising seas.

But Lin has started early. His small team 

is already running a prototype forecast on 

their supercomputer. And in his typically 

confident and brash style, he offers a minor-

ity report about the next day’s storm.

“If our forecast is correct, it’s only 3 to 

6 inches,” Lin announces. His peers at the 

How Shian-Jiann Lin’s atmospheric grids could unify 

weather forecasts and climate models

By Paul Voosen

THE WEATHER MASTER
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